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ABSTRACT

aﬁy the end of the HL-LHC era, before 2040, the ATLAS experiment aims to in-
crease the size of the dataset from ~300fb~!, acquired at the end of LHC running,
up to ~3000fb~! The large dataset expected after HL-LHC operation increases the
likelihood of seeing rare processes such as the H — HH — bbyy decay channel. This
channel is one of the most promising for measuring the Higgs boson self-coupling.
To mimic the expected ATLAS detector response to various physics objects at the
HL-LHC, upgrade performance functions are constantly developed and updated. A
recent update to these functions included the addition of a considerably more re-
alistic estimate of the expected material budget of the ITk, as well as dedicated
functions for both the 50x50um? and 25x100um? pixel sensor geometries. A BDT
method was applied to the H — HH — bbyy channel to determine the effects
of these changes. It was shown that the more realistic material budget and dedi-
cated 50x50um? functions results in a /qo, A significance for observing this channel
of 3.1040.13. Comparable results are obtained when using either a pixel sensor
geometry of 25x100um? or reducing the radius of the innermost pixel layer.
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CHAPTER 1

THEORY

thysics is the mathematical description of a universe and this description is cur-
rently dependent on the length scales under investigation. At very large scales,
astrophysics and cosmology give a description of how the universe is unfolding and
how structures from asteroids to super-massive black holes form. At very small
scales, where an atom is considered relatively large, particle physics attempts to ex-
plain the nature and interactions of the universe’s fundamental constituents. Prob-
ing the internal structure of particles is complicated as it depends on the energy
scale (resolution) of the probe. High energies are required for two reasons, to probe
small structures and to produce new massive particles through exploiting Einstein’s

equation E = mc?.
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1.1 The Standard Model of Particle Physics

The current and most complete understanding of particle physics is encompassed in
the Standard Model (SM) [1-6]. The SM describes fundamental particles and their
interactions and is often represented by a single Lagrangian. Since its inception
in the 1960s and 1970s the model accurately explained all that was known about
subatomic particles at the time, as well as predicting the existence of other particles
summarised in Table 1.1. The Higgs boson was the last of these predicted particles
to be discovered in 2012 by the ATLAS [7] and CMS [8] experiments at CERN and
is described in detail in Section 1.4. The SM is comprised of twelve fundamental
particles with spin 1/2 called fermions [1]. The fermions are split into six leptons
and six quarks and grouped into three generations of matter. The first generation of
fermions, electrons, up and down quarks comprise the majority of the visible matter
in the universe. They do not decay, unlike charged particles in the second and third
generations. These fundamental fermions are considered to be point-like particles;
depending on their type, their interactions may include the strong, weak and elec-
tromagnetic forces. These forces all have a corresponding coupling strength which
is related to the charge of each force. Every fermion has an identical counterpart
known as its antiparticle which has identical mass but differs by inverted signs of
all internal quantum numbers such as electric charge. All twelve elementary parti-
cles experience the weak force and all except the neutrinos (which are electrically
neutral) participate in electromagnetic interactions. The quarks carry an additional
colour charge which is the Quantum Chromodynamics (QCD) equivalent of electric
charge and therefore they are the only fermions to experience the strong force [2,3].
Each of the forces are mediated by spin-1 gauge bosons with interactions described
within the framework of Quantum Field Theory (QFT). For electromagnetism this
is the theory of Quantum Electro-Dynamics (QED) where the massless photon me-
diates interactions between charged particles. The strong force is described by QCD
and interactions take place through the exchange of massless gluons (which form
a group of eight distinct particles). The weak force is mediated by the massive

Z and W¥ bosons responsible for neutral-current and charged-current interactions
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Table 1.1: Summary of all the elementary particles of the SM, composed of quarks
and leptons divided into three generations of matter and the force carrying bosons.

The electric charge is in units of the electron charge. All masses taken from [9]

Type | Generation Name Symbol | Mass[GeV] | Charge | Spin
I up u 0.002 +2/3 | 1/2
down d 0.005 -1/3 | 1/2
charm c 1.3 +2/3 | 1/2
Quark 1l strange s 0.09 —1/3 | 1/2
I top t 172.9 +2/3 | 1/2
bottom b 4.2 -1/3 | 1/2
I electron e 0.0005 -1 1/2
electron-neutrino Ve <107 0 1/2
muon 1 0.106 -1 1/2
Lepton 1 muon-neutrino vy <107 0 1/2
[ tau T 1.78 -1 1/2
tau-neutrino Uy <107 0 1/2
gluon g 0 0 1
photon ¥ 0 0 1
Boson Vector Z boson A 91.2 0 1
W boson W= 80.4 +1 1
Scalar Higgs boson 125.1 0 0
respectively.

Interactions between the fundamental forces and elementary particles of the Stan-
dard Model are derived via the application of a SU(3), ® SU(2), ® U(1), local
gauge symmetry. The SU(3), group represents transformations of the colour state
of a system (see Section 1.2) and the SU(2); ® U(1),- symmetry represents a unified

description of the weak and electromagnetic interactions (see Section 1.3).

However even with all the triumphs of the SM it is not considered a complete theory
as there are several phenomena which remain unexplained. The matter in the SM
accounts for only 4.9% of the universe [10]. It does not give a description of dark
matter which, through various astrophysical and cosmological observations, consti-
tutes 26.8% of the universe, nor does it explain the scale of asymmetry between
observed matter and anti-matter. In collider experiments an asymmetry between

the interactions of matter and anti-matter can be observed but not on a scale large
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enough to account for a universe dominated by matter [11]. The SM also does not
accommodate gravity® and does not explain why neutrinos have mass or the actual

mass values of any of the fundamental fermions.

1.2  Quantum Chromodynamics

QCD is the section of the SM which explains the interactions between the quarks and
the gluons. Unlike the electric charge which only has two possible values (4,—), the
strong charge can take six values or colours (R, G, B, R,G, B) [2,3]. The observed
particles in QCD can only manifest as colour singlets, therefore the partons (quarks
and gluons) comprising these particles must combine to produce a net colour charge
of zero (hadrons). Colour neutral states can be comprised in two ways, firstly
pairs of colour and anti-colour (RR, GG, BB) called mesons or as triplets of all
three colours (RGB, RGB) called baryons. Unlike photons, which do not carry the
electromagnetic charge, the gluon also carries a colour charge which allows it to self-
interact. Unlike the other forces, the strong force gets weaker the closer two objects
become and stronger at increased distances. As a consequence of the increasing force
with separation, a quark formed in a high energy experiment will produce many
other hadrons in a process called hadronisation. As the field strength increases it
becomes high enough to produce additional quark/anti-quark pairs. Hadronisation
produces collimated cones of hadrons around the original quark or gluon directions
which are knows as jets. Advanced algorithms called flavour taggers are used to
study the properties of the jets to match them to the most likely original parton, see
e.g. [12]. Flavour taggers are vital as many analyses at the Large Hadron Collider

contain jets as a common signal or as background.

The majority of visible matter in the universe takes the form of protons and neutrons
which consist of up and down quarks. However their masses are much greater than

the sum of the three valence quarks which constitute only approximately 1% of

# Although as it is roughly 10737 times weaker than the strong force at 1fm it therefore has
a negligible impact on subatomic interactions



5 CHAPTER 1. THEORY

their total masses. As previously mentioned the strong force gets weaker at small
distances so that it asymptotically approaches zero. In the case of a proton the
two up quarks and the down quark are asymptotically free [13] and move at near
the speed of light. The energy density associated with the strong force binding
the quarks produces additional mass, which manifests itself as a sea of quark/anti-
quark pairs and gluons collectively known as the QCD binding energy. Therefore the
structure of a baryon is more accurately described in Figure 1.1 where approximately
1% of its mass is due to the three valence quarks and the other 99% is due to the QCD
binding energy. Considering that the majority of the mass of an atom is concentrated
in the nucleus (protons and neutrons), 99% of the matter in the universe is, in fact,

QCD binding energy.

Figure 1.1: An artists impression of the structure of a baryon, showing the three va-
lence quarks (green), additional quark/anti-quark (green/red) and the force carrying
gluons [14]
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1.3 Electroweak Theory

At sufficiently high energies the electromagnetic and weak forces can be described
as two aspects of the same electroweak force [4-6]. The electroweak sector of the
SM is described by the gauge group SU(2); ® U(1),- where Y is defined as the weak
hypercharge and L denotes left-handed fermions. In this description, fermions can
be thought of as consisting of left and right handed fields, where the left handed
components transform as doublets under SU(2) transformations while the right
handed components only transform as singlets. This results in weak interactions
only acting on left handed field components. Hence the weak force only couples to

left handed particles and to right handed antiparticles.

In quantum field theory, particles are considered as fields and fermions can be de-

scribed by a Dirac field with a Lagrangian of the form:

L = ip(x)y" 0 (x) — mi(2))(w) (1.1)

Applying a global phase transition,

U(@) = ¥r(2) = €9 () (1.2)
will leave the Lagrangian unchanged as e*®pe~"*1) = 1. However, in the case of local
gauge transformations the global phase transformation is replaced by a local one

where « — a(x) i.e. the phase has a local space-time dependence, then Equation

1.1 is no longer invariant as:

0,0 (x) = €93, +iQD,0(x))¥(x) (1.3)

In order to restore invariance, the derivative d, must be replaced with the covariant
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derivative D, which is of the form:

D, =0, +1ieA, (1.4)

where A, is a gauge field which transforms as:

1
A= A, = A, — Eé)ﬂa(m) (1.5)

The SU(2) and U(1) groups give rise to a weak isovector W and a weak isoscalar B,
respectively each with a corresponding coupling constant. These four fields combine
through the weak mixing angle, 6, to give the photon (A,), W* and Z° bosons as

shown below:

1 2
VVMjE = 7 (Wl} F Wi) (W* Bosons)
Z, = cos GwW;j —siné,B, (Z° Boson) (1.6)
A, =sin Qij + cos 6, B, (Photon)

The interesting result of this is the prediction that the bosons associated with these
fields and the fermions they interact with, should be massless however, as shown in
Table 1.1, the W+ and Z bosons are in fact massive. This shortcoming is overcome

by considering the final addition to the SM, the Higgs boson.

1.4 The Higgs Boson

An issue with original electroweak theory is that it does not provide a mechanism
for the Z and W bosons to acquire their masses. To account for the Z and W
masses a simple mass term cannot be added to the SM Lagrangian as this would

not preserve the SU(2), ® U(1), symmetry. This motivated the formulation of the
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Brout-Englert-Higgs (BEH) mechanism [15-17], through which the W and Z bosons
generate mass and the photon remains massless. The BEH mechanism introduces a
new doublet of complex scalar fields with a potential that breaks the invariance of the
vacuum whilst maintaining the invariance of the Lagrangian under the electroweak

symmetry. This is known as spontaneous symmetry breaking.

The complex doublet takes the form [6]:

o 1 [ &1 +ip,
¢ = = 1.7
o V2 O3+ 104 D

where ¢; are real scalar fields.

The Lagrangian for this scalar field is given by:

Ly = (D) (D) = V(0) (1.8)

where D), is the covariant derivative referring to the left handed fermions and the

field’s potential, V(¢) is given by:

V(¢) = 1?61 + A(o'9) (1.9)

where A is the coupling constant and is greater than zero to ensure minima exist in
the potential. To ensure a broken symmetry, g must be chosen such that u? < 0,
this results in a characteristic Mexican Hat potential shown in Figure 1.2. The
potential is symmetric however the ground state is not and the minimum of this
potential is not at the origin but is instead located at the vacuum expectation value,

v given by:

Ol = ”; =2 (1.10)



9 CHAPTER 1. THEORY

Figure 1.2: The Higgs field potential, V' (¢)

This spontaneous symmetry breaking results in infinite degenerate ground states.
This degeneracy must be removed so the gauge ¢1 = ¢o = ¢4 = 0, ¢3 = v is chosen

resulting in the ground state:

=’ (111)
0 — \/§ y N
and Equation 1.7 becomes:
1 0
6= —— (1.12)

V2 v+h

where h represents radial perturbations around v manifesting in the real scalar Higgs
field. This choice of gauge results in spontaneous symmetry breaking of three of the
four generators, known as the unphysical Goldstone bosons, which correspond to
four degrees of freedom of SU(2), ® U(1)y. The W* and Z bosons absorb these

Goldstone bosons and become massive as a result. The final unbroken generator
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is the massless photon and the scalar doublet introduces an additional degree of

freedom corresponding to the scalar Higgs Boson.

Expanding the potential of equation 1.9 about the minimum V(¢) — \%V(V + h)

and enforcing p? < 0 gives:

A

V(v+h)= 1

+ M\2R? + Avh? + gh‘* (1.13)
Where the potential is now in terms of the vacuum expectation value and the Higgs
field. ’\T”Al is a constant with no physical consequences, and the terms proportional to
h3 and h* are the triple and quartic Higgs self-interaction terms, which are respon-
sible for the HH and H H H couplings respectively. Measuring these self-interaction
terms probes the shape of the Higgs potential. By comparing the potential of equa-
tion 1.13 to the Lagrangian of a massive scalar field, it can be shown that the h?

term can be interpreted as the Higgs boson mass given by:

my = V2\v (1.14)

Since A is a free parameter in the SM, the Higgs boson mass is not predicted and

therefore has to be measured experimentally.

This mechanism explains how the W= and Z bosons become massive however does
not give an explanation for the origin of fermion masses. The solution to this
problem is the insertion of gauge invariant fermion mass terms into the Lagrangian.
The fermions then gain mass through their Yukawa interactions with the Higgs field
when the vacuum expectation value is non-zero. The strength of this interaction
arises from the coupling between a fermion’s field and the Higgs field proportional to
that fermion’s mass. The coupling strength between the vector bosons and the Higgs
boson can also be calculated and is dependant on the vector boson mass squared.

The Higgs boson can only couple to the massless photon and gluons indirectly
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through quantum loops.

1.5 Higgs Boson Production and Decays at the LHC

Hadron colliders, such as the Large Hadron Collider (LHC) (described in detail in
Chapter 2), can produce a Higgs boson through four main mechanisms [18] shown
in Figure 1.3. The dominant production mode is gluon-gluon fusion, where a Higgs
boson is produced through a triangular quark loop, which is dominated by top
quarks, and to a lesser extent also b quarks, shown in Figure 1.3a. This produc-
tion mechanism results in a final state comprised of only the Higgs boson’s decay
products. The Higgs boson can also be produced by the fusion of massive parti-
cles. As shown in Section 1.4, the Higgs boson couples to mass and therefore W's,
Z’s and top quarks are the most likely to fuse to produce a Higgs boson through
mechanisms called Vector Boson Fusion (VBF) and ¢t fusion respectively. In VBF,
shown in Figure 1.3b, two quarks, one from each incoming proton, both emit either
a W or a Z boson which then fuse, producing a Higgs boson. This results in a final
state containing two jets, originating from the recoiling quarks which are likely to
propagate at small angles, as well as the Higgs boson’s decay products. Figure 1.3d
shows how two gluons both produce a pair of top quarks where one from each pair
fuse to produce a Higgs boson. The decay products, along with the remaining top
quarks, make up the final state. The final mechanism produces a Higgs boson in
association with either a W or a Z boson shown in Figure 1.3c. In this mode, an
off-shell W or Z emits a Higgs boson resulting in a real W or Z. The final state will

therefore contain the decay products of the two bosons.

Measuring the properties of the Higgs boson is one of the main goals of the LHC. To
date, A Toroidal Lhc ApparatuS (ATLAS) [19] has measured the total production
cross section of a Higgs boson to be 57.0785(stat.) 33 (syst.)pb with 36.1fb~! [20]
of data at a centre of mass energy of \/Zs) = 13 TeV, which is consistent with

SM predictions (where fb~! is a measure of the number of collisions and amount
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(a) (b)

(d)

Figure 1.3: Feynman diagrams of the dominant Higgs production mechanisms. (a)
Gluon-Gluon fusion, (b) Vector boson fusion, (c¢) Vector boson associated production
and (d) tt fusion. The colours emphasise initial and final states for each process

(c) g

of collected data, with 1fb~! corresponding to ~ 102 proton-proton collisions).
The mass of the Higgs boson has also been accurately measured through the H —
Z7Z* — 40 and H — ~y7 channels with the ATLAS [21] and Compact Muon Solenoid
(cMS) [22] [23] detectors. Combining these results gives a Higgs boson mass of
mpg = 125.09 £ 0.21(stat.) £ 0.11(syst.)GeV [24]. Due to its small cross section, a
Higgs boson is only produced once in every billion collisions making detection very
difficult. This is exacerbated by the many different decay modes of the Higgs boson
to final states that have common backgrounds. Figure 1.4 shows some of the most

common Higgs boson decays.

The increased luminosity of the High Luminosity LHC (HL-LHC) makes it possible,
not only, to better measure these single Higgs boson decays but also to possibly
observe the production and decays of di-Higgs events, which result predominantly

through the mechanisms shown in Figure 1.5.

Figure 1.5a shows the main production mechanism, where an offshell Higgs boson
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Figure 1.4: The branching ratios of the most common Higgs boson decays and their
predicted uncertainties, shown as the thickness of each band, around a mass range
of 125GeV [25]

g (b)

Figure 1.5: Feynman diagrams of the leading di-Higgs production mechanisms. (a)
Higgs self-coupling and (b) Box diagram

decays to two real Higgs bosons. Measurements of di-Higgs production through this
mechanism is the only way to access the Higgs boson trilinear coupling at the LHC
and to probe the shape of the Higgs field potential shown in Figure 1.2. However this

is a challenging measurement, even for the HL-LHC, as the box diagram, shown in
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Figure 1.5b, interferes destructively, reducing the total cross section which is already
relatively small and there are also large backgrounds from single H production. Each
of the two Higgs bosons decay through one of the channels shown in Figure 1.4 to

produce one of the final states shown in Figure 1.6.

bb ww T ZZ Yy
bb
ww 4.6%
134 E 2.5% 0.39%
5,500
2z
\44

Figure 1.6: Branching ratio of di-Higgs decays and the expected total number of
events assuming 3000fb~*

To date ATLAS has published prospects studies on only a few of these potential
channels such as HH — bbbb, HH — bbr*7~ and HH — bbyy summarised in [26]
and also studies of different HH production mechanisms such as t¢HH [27]. The
HH — bbbb channel benefits from the largest branching fraction of HH decays,
however four jets is a common background and therefore advanced techniques are
required to identify the di-Higgs signal. The HH — bbrt7~ also has a relatively
large branching fraction but suffers from the large number of jets expected in HL-LHC
events, however this is offset by the more distinctive 777~ Finally the HH — bbyy
benefits from both the reasonably large branching fraction of the H — bb decay and
the clear signature of the H — 7~ channel which, with its narrow mass peak, was

used for the original Higgs boson discovery [7].

The results of [26] suggest an expected signal significance in the HH — bbyy of 2.00

with 3000fb~! of data, however after a re-evaluation of the material in the tracking
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volume (explained in Section 2.5.6) this significance is found to be an overestimation.
As this is an important channel for the HL-LHC program it is important to see how
the significance has been affected by this new re-evaluation. This re-evaluation and

additional techniques are therefore discussed in more detail in Chapter 6.



CHAPTER 2

THE LARGE HADRON COLLIDER

@he LHC is located 100m underground near the Conseil Europen pour la Recherche
Nuclaire (CERN) particle physics laboratory on the Swiss French border and is
26.7km in circumference. It is the highest energy particle accelerator ever built, ca-
pable of both proton-proton as well as heavy ion collisions. There are four collision
points around the ring where the experiments are located, these are two general pur-
pose detectors ATLAS and the CMS and two specialised detectors LHC-beauty (LHCb)
and A Large Ion Collider Experiment (ALICE) see Figure 2.1. The accelerator su-
perconducting magnet system has an operating temperature of 2K. The design of
the LHC allows for each proton beam to be accelerated to 7TeV creating a centre
of mass energy at the collision points of /s = 14TeV. For a peak design luminosity
of 103*em™2s7! there are 2808 bunches each containing 10! protons, set to collide
every 25ns. For each beam crossing, the average pile up is defined as the number
of inelastic proton-proton collisions per beam crossing. During Run-2 the centre

of mass energy was set to /s = 13TeV, as it would have taken longer to retrain

16
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the LHCs magnet system to achieve /s = 14TeV, taking time away from physics
research [28]. Figure 2.2 shows a summary of the data taken for all 13TeV data over
Run-2 for the ATLAS experiment. Figure 2.2 shows, to-date, ATLAS has recorded a
total of 147fb™! of data at /s = 13TeV.

&

Figure 2.1: A map of the LHC and the general position of the main experiments
CMS, LHCb, ATLAS, ALICE [29]
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Figure 2.2: The total integrated luminosity (left) and the luminosity-weighted dis-
tribution of the mean number of interactions per crossing (right) for all 13TeV data
from 2015-2018 [30].
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2.1 CERN Accelerator Complex

The CERN Accelerator complex (illustrated in Figure 2.3) enables the colliding pro-
tons at the LHC to be accelerated to almost the speed of light. For Run-2 hydrogen
atoms were fed into the source chamber of Linear Accelerator 2 (Linac2) where the
electrons were stripped to leave the Hydrogen nuclei, a proton. The linear accel-
erator uses Radio Frequency cavities to apply a charge to cylindrical conductors
alternating between positive and negative causing the protons to accelerate. The
protons leave Linac2 in packets of 10! at one third the speed of light with an en-
ergy of 50MeV, however linear acceleration is no longer practical at this point, so
the packets then enter the circular Proton Synchrotron Booster. A pulsed electric
field then accelerates the protons to 91.6% of the speed of light, they then pass
into the Proton Synchrotron for 1.2s; here the energy added by the pulsing electric
field mostly translates into an increase in mass. The protons leave the Proton Syn-
chrotron with an energy of 25GeV, now 25 times heavier than at rest, and enter the
Super Proton Synchrotron where they are further accelerated to 450GeV. Finally
they enter the LHC where they enter one of two vacuum pipes for counter rotating
beams. Kickers are used to precisely synchronise incoming packets and to accelerate
those already circulating. To reach a target energy of 6.5TeV, 12,000A are applied
to the LHC magnets in order to keep the protons on a circular path. This is achieved
by making the magnets superconducting with a temperature of 2K. After roughly 20
minutes the packets are travelling 3ms~! slower than the speed of light and complete
11,000 orbits of the LHC every second. The paths of the packets are then precisely

altered and set to collide within the experiments around the LHC.
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Figure 2.3: The current CERN Accelerator Complex from Hydrogen gas bottle to
LHC injection showing the total energy at each stage. Taken from [31].

2.2 The LHC Upgrade Schedule

Figure 2.4 shows the upgrade time line for the LHC, it recently stopped taking data
to allow for upgrades to both accelerators and experiments, thus ending Run-2 and
starting LongShutdown 2 (LS2). At the end of 2024 there will be a further 30 month
shut down, L.S3, of the LHC to install improvements. The upgrade will allow a factor
seven increase in luminosity, corresponding to HL-LHC operation. The increase in
luminosity will increase pileup to (i) = 200. The goal is to increase the dataset
by over an order of magnitude and to achieve this in a reasonable time scale the
luminosity of the colliding beams must be greatly increased. After LS2 the energy
of the each colliding beam will be increased to 7TeV, which will be maintained for
HL-LHC operation but will considerably increase radiation levels which the detectors
will need to be able to withstand. The increase in the data available will greatly
reduce statistical uncertainties and aid precision measurements [32]. The increased
data set also increases the chance for rare processes to be observed, for example the

Higgs boson self-coupling.
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Figure 2.4: The time line for the operation of the LHC and upgrade to the HL-LHC
after LS3 (Long Shutdown) [33]

2.3 LHC Experiments

The following describes the main detectors at the LHC and a brief overview of their
physics motivations. As the analysis in this thesis was undertaken using the ATLAS

detector, it will be described in detail in Section 2.4.

e The general purpose CMS [34] detector is used to collect data for a large array
of different analyses and operates in conjunction with the ATLAS detector.
The CMS detector has a compact design where tracking and calorimetry are
encased within a single large solenoid magnet and surrounded by alternating
layers of muon chambers and iron return yoke. It has an entirely silicon based
inner tracker and the large solenoid magnet generates a field of 4T. CMS weighs
a total of around 14,000 tonnes and with a radius of 7.5m and a length of 21m

it is over ten times more dense than ATLAS.

e The 5600-tonne LHChH detector [35] is primarily designed to measure Charge-
Parity violation, focusing on physics processes involving the bottom quark and
it’s rare decays. One aim is to make measurements which explain the matter-
antimatter asymmetry of the universe. b-quarks are predominantly produced

at small angles to the beam pipe and therefore LHCb adopts a forward, cone-
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like, detector design where the first subdetector is mounted close to the col-
lision point, with the others following, one behind the other, over a length of

21m [36)].

The ALICE detector [37] is optimised to operate during lead-lead collisions,
where the high energy density creates a quark-gluon plasma with comparable
conditions to one millionth of a second after the big bang. The ALICE collabo-
ration studies this quark-gluon plasma as it expands and cools, observing how
it progressively gives rise to the particles that constitute the matter of our
universe today [38]. The detector weighs 10,000 tonnes and has dimensions

26mx16mx16m (length xheight x width).
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2.4 ATLAS

ATLAS is a general purpose detector which played a major role in the discovery of the
Higgs Boson in 2012 [7]. The detector itself is 44m long and has a radius of 12.5m,
weighing over 7000 tonnes [19]. ATLAS is constructed of several sub-detectors each
sensitive to different aspects of the collision products. Figure 2.5 shows a cut-away
view of the ATLAS detector with all sub-detectors and magnet systems. Figure 2.6

shows the signatures of various particles as they pass through the detector volume.

25m

Tile calorimeters

= LAr hadronic end-cap and
forward calorimeters
Pixel detector

LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor tracker

Figure 2.5: The design layout of the ATLAS detector currently installed at CERN
[39]

2.4.1 Coordinate System and Quantity Definitions

The z-axis is defined as along the beam pipe, ¢ is the azimuthal angle around the
beam pipe and 6 is the angle from the beam pipe. The z-axis points from the z
origin to the centre of the LHC and the y-axis is vertical towards the surface. The
sub-detectors of ATLAS are arranged to be symmetric about the z axis in both z and

y planes [39].

As the momentum distribution among the constituent partons of the hadron is
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Figure 2.6: A graphical representation of particle detection within ATLAS [40]

unknown, parton collisions at the LHC are frequently boosted along the z-axis. This
occurs even when the colliding beam energies are symmetrical. It is therefore useful

to introduce a parameter called pseudorapidity which is defined as:

— o

The difference in 1 between two particles is Lorentz invariant which makes it a useful
parameter for describing a particle’s trajectory. Also particle production across
units of pseudorapidity is roughly constant. The angular separation AR within the
symmetrical detector between two particles is best described in terms of both n and

¢ space and is defined as:

AR = /A2 + Ag? (2.2)

A fixed AR around an object defines a cone in detector space which becomes a
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useful tool for identifying characteristics of physics objects e.g. jets.

In hadron collider experiments it is not possible to exploit momentum conservation
along the beam axis as the initial momentum of the colliding partons is unknown.
This is overcome by applying momentum conservation to the transverse plane where
the initial momentum is zero. Quantities such as transverse momentum, py, and

transverse energy, Frp, are therefore used in many analyses.

2.4.2 Inner Detector

The Inner Detector (ID) is closest to the beam pipe and measures the trajectory
of charged particles [41]. The many layers of sensors in the ID allow for excellent
momentum and spatial resolution with fine detector granularity. The ID is en-
closed within an axial, roughly uniform, 2T magnetic field produced by the solenoid
magnet. Charged particles are therefore curved in this field and the transverse mo-
mentum (pr) can then be measured. The ID has three detector types adopting two
different technologies; silicon sensors in the two innermost sub-detectors and straw
drift tubes in the outermost. Hits in the three sub-detectors give charged particle
tracks which can be extrapolated back to the primary vertex. Tracks slightly miss-
ing the primary vertex can be used to identify secondary vertices as well. Figure 2.7
shows the layout of the ID. The ID can be split into three regions, concentric cylin-
ders around the beam axis form the barrel region and disks covering the direction

closer to the beam axis form the two endcap regions.

2.4.2.1 Pixel Layer

The innermost section of ATLAS, made of a pixel detector, gives a high track granu-
larity close to the interaction point. The pixel sensors are arranged into four barrel
layers and two endcaps with three disk layers each. The innermost barrel layer (the
Insertable B-Layer (IBL) [43], added in 2014 and not shown in Figure 2.7) contains

pixels with an area 50x250um? whilst the outer three barrels and the endcaps are
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Figure 2.7: A breakdown of a section of the original ATLAS Inner Detector [42]

2. The sensor thickness is approximately 250um.

made of sensors with 50x400pm
The pixel layers provide excellent spatial resolution for vertex finding. This is very
important for analyses involving b-quarks, for example H — bb, as identifying the
primary vertex where the collision occurred and any secondary vertices caused by

short lived particles are key parameters in b-quark identification algorithms.

2.4.2.2 Silicon Tracker

The Silicon Tracker encloses the pixel layer with a further set of four barrel layers of
silicon strips and a further nine endcap disks on each side. In total there are 15,912
silicon p-in-n strip sensors roughly 300um thick with a strip pitch of 80um [44].
These are daisy chained together (roughly 6cmx6cm) in pairs giving modules of
12cm length measuring the ¢ coordinate at a given radius (barrel) or z position
(endcap). Each double layer has their axes rotated with respect to one another by

a small (40mrad) stereo angle, which results in a pair of measurements which also
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derives a hit position in z for the barrel and r for the endcaps. Both the Pixel Layer
and Silicon Tracker collect charge in the same way as will be discussed in Section

2.5.2.1.

2.4.2.3 Transition Radiation Tracker

The Transition Radiation Tracker is made entirely of straw drift tubes (roughly
300,000) which makes it the largest of the three ID sub-detectors. Each tube is
1.44m long and 4mm in diameter and filled with a mixture of gases. Any charged
particle which traverses a drift tube will ionize the gas contained within the straw.
An applied electron field causes the liberated electrons to drift towards to a central
wire where the position is recorded. A typical particle produced from a collision
at the LHC will traverse roughly 36 tubes. From these many recorded positions,
precision momentum measurements can be made. Transition radiation is emitted
when a charged particle passes through the boundary of media with different dielec-
tric constants [45] and as an electron radiates more photons (transition radiation)
compared to, for example, a pion, the Transition Radiation Tracker provides an

additional capability for electron identification.

2.4.3 Calorimeter System

Sensitive to both neutral and charged particles, the calorimeters within ATLAS are
designed to measure the energy of photons, hadrons and electrons. These parti-
cles shower as a result of interacting with the calorimeter material. The energy
deposited by these showered particles is then summed to give an accurate measure
of the energy of the initial particle. An overview of ATLAS calorimeter systems is
shown in Figure 2.8. Electromagnetic showers are predominately comprised through
bremsstrahlung, where photons are emitted through the deflection of charged parti-
cles interacting with the intense electric field near nuclei and pair production from

photons. Nuclear interactions are responsible for hadronic showers. Two useful
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parameters for describing a calorimeter’s ability to cause showers are measured in
terms of radiation lengths X, for the Electromagnetic calorimeter and interaction
lengths A\ for the Hadronic calorimeter. Here X is defined as the mean distance
over which an electron or photon looses a factor e of it’s original energy; A is the
mean distance over which a hadron’s energy is reduced by a factor e through strong

interaction processes.

Tile barrel Tile extended barrel Front-end crates
LAr hadronic end-cap
calorimeter (HEC)

LAr hadronic

end-cap (HEC) LAr forward

LAr electromagnetic & (FCal)

end-cap (EMEC)

LAr electromagnetic

barrel LAr forward

(FCal) LAr electromagnetic end-cap (EMEC)

Figure 2.8: A diagram of the ATLAS Calorimetry systems [44].

2.4.3.1 Electromagnetic Calorimeter

The innermost calorimeter layer, the Electromagnetic Calorimeter (EMCal), mea-
sures electrons and photons which produce electromagnetic showers. The EMCal is
constructed in alternating layers of Lead (X, = 0.561cm [46]) as the absorber mate-
rial and liquid Argon as the active material. It adopts an accordion structure which
ensures uninterrupted azimuthal coverage as shown in Figure 2.9. This design also
ensures that across all active 7 regions the amount of material a particle traverses is
approximately constant. The EMCal is split between barrel and endcap sections with
the barrel covering |n| = 1.475 and the endcaps 1.375 < || < 3.2. The EMCal has a
depth of >22 radiation lengths in the barrel and >24 in the endcaps [39]. The EMCal
is designed to have a depth sufficient to stop particles that interact electromagneti-
AE _ 1

cally. The fractional electromagnetic shower energy resolution is 5= = % ®0.7%.

Electromagnetic objects can be identified by looking at the longitudinal and trans-

verse shower shapes in the calorimeter and also various isolation variables [47]. Elec-
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trons are also required to be associated with tracks in the ID, matching in both

position and energy. Photons are required not to match with tracks in the ID.
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Figure 2.9: Schematic of the ATLAS EMCal showing the accordion geometry and the
spatial resolution of each layer. [48].

2.4.3.2 Hadronic Calorimeter

The outer layers are formed of concentric tile calorimeters in the barrel and Liquid
Argon (LAr) calorimeters in the endcaps which measure the energy of hadrons. The
barrel calorimeter is split into a central region covering |n| < 1 and two extended
barrel regions covering 0.8 < |n| < 1.7. The tile calorimeters use 500,000 plas-
tic scintillator tiles as the active material and steel for the absorbing layers. The
hadronic endcap calorimeters are situated between 1.5 < |n| < 3.2 and consist of
Copper and LAr. Copper and Lead have nuclear interaction lengths of 15.32cm and
17.59cm respectively [39], which allows the hadronic endcap calorimeter to be com-

pactly constructed. The hadronic calorimeter, combined with the electromagnetic
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calorimeter, is designed to have a depth of >10 interaction lengths hermetically.
This is sufficient to accurately measure all the energy of particles in jets, with the
exception of muons which escape to the final layer of ATLAS. The fractional hadronic
shower energy resolution is % = &ZJ @ 3%.

2.4.3.3 Forward Calorimeter

The Forward Calorimeter is exposed to a very high particle flux as it covers the high
n region 3.1 < |n| < 4.9. Tt is a LAr calorimeter used for both electromagnetic and
hadronic measurements. It is divided into three sections, the first is constructed with
copper and is used for electromagnetic interactions, the other two sections consist
of tungsten and are used for hadronic measurements. The Forward Calorimeter has

a total of 10 interaction lengths throughout and provides an energy resolution of

& =122 ©10% [39].

2.4.4 Muon Spectrometer

The Muon Spectrometer operates within a toroidal magnetic field and is the out-
ermost part of the ATLAS detector which surrounds the calorimeter systems. The
Muon Spectrometer will detect any charged particles that have a long lifetime and
escape the calorimeter systems. Muons are particles that interact only through
the electromagnetic and weak forces and have relatively high mass compared to
electrons. Figure 2.10 shows the various muon systems. The Muon Spectrometer
measures the momentum of particles in the region |n| < 2.7 and can be used to

trigger on particles within |n| < 2.4 [49].

2.4.5 Magnet System

The ATLAS magnet system is comprised of three sections. Figure 2.11 shows the

magnetic field, produced by the three sections, which covers a total of 12,000m?.
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Figure 2.10: An overview of the ATLAS muon systems [44].

The innermost is the central solenoid magnet which surrounds the ID. It provides
an axial magnetic field of 2T and has a total mass of 5.7 tonnes [50]. The remaining
three magnets are the barrel and two endcap toroids which give ATLAS both its name
and distinctive appearance. The barrel toroid consists of eight separate coils and
contains 100km of superconducting wire. The toroid systems produce an average

0.8T field in the barrel and 1.3T in the endcaps [51].

2.4.6 Trigger System

The one billion per second proton-proton interactions, within ATLAS, require a
sophisticated trigger system to record only information from interesting collisions.
At present the read out and recording technologies are not sufficient to record all
of the data from every collision. The ATLAS trigger system, shown in Figure 2.12,
uses both a hardware-based first level trigger (Level-1) which uses coarse data from
the calorimeters and muon detectors to make a first pass selection. This first trigger

gives a fast read out in 2.5us and reduces the event rate from roughly 40MHz to
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Figure 2.11: The configuration of the magnetic field in the ATLAS detector. The
left plot shows the transverse cross section in the centre of the magnet system and
therefore the field produced by the Endcap Toroids are not shown. While the right
plot shows the longitudinal section [51]

100kHz rejecting over 99% of all events [52]. It also identifies Regions of Interest
where features interesting for analyses at the next trigger level have been located.
The next stage is known as the High Level Trigger. The Regions of Interest from
Level-1 are analysed with the High Level Trigger and with full granularity to further
reduce the event rate to 3.5kHz. Finally events are processed by the Event Filter
which reconstructs the entire event and decides if the event should be recorded. This
results in a final rate of approximately 1500Hz [53] which is a manageable amount

of data to be recorded with available technologies.
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Figure 2.12: A schematic of the ATLAS trigger and data acquisition system [52].
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2.5 The ATLAS Phase Il Upgrade

The aim of the HL-LHC is to expand the dataset from ~300fb~!, acquired at the end
of LHC running, up to ~3000fb~! by the end of the HL-LHC era before 2040. The
HL-LHC will produce considerably higher radiation levels which the current detector
could not cope with, this is discussed in detail in Section 3.1. Also the current gran-
ularity and readout of the ATLAS detector is not sufficient to deal with these high
collision rates having (u), the average number of proton-proton collisions, as high
as 200. Therefore most parts of the ATLAS detector, particularly electronics and
triggering, will need to undergo significant upgrades. The largest upgrade required
for the detector to cope with these conditions is the replacement of the currently
installed ID with an entirely silicon tracker called the 1Tk [54], the ITk will be dis-
cussed in detail in Section 2.5.1. The calorimeter and trigger systems will also be
affected by HL-LHC operation and will therefore need to be upgraded which will be
discussed in Section 2.5.4. To reduce the impact of the (u) = 200 pileup a new
timing detector, the High Granularity Timing Detector (HGTD), will be added at
high n, this will differentiate between tracks close in space but well separated in
time. The HGTD was recently confirmed as part of the Phase Il upgrade and its
effects on many physics channels has not been explored. The effects of the HGTD on
the HH — bbyy will be discussed in this thesis and therefore it will be described in

more detail in Section 2.5.3.

2.5.1 Inner Tracker

At the levels of pileup expected from the HL-LHC, the Transition Radiation Tracker
(TRT) would significantly lose tracking efficiency, the ID will also not survive the
increase in particle rates and integrated doses from HL-LHC running. Both will be
replaced by an entirely silicon ITk. A sketch of the sensor layout of the 1Tk is shown
in Figure 2.13. There will be a sub-detector of silicon pixels [55] closest to the

interaction point and then silicon strips [56] at larger radii.
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Figure 2.13: The layout of an upper quarter of the active area of the ITk detector.
The layout is symmetrical about R = 0 and = 0 with the interaction point at the
origin. The top image shows the layout of both pixels (red) and strips (blue) while
the bottom image is a zoomed-in view of the pixel detector only [57].

The pixel system will be extended in z covering the region |n| < 4 and also cover
larger radii with a total coverage of 12.7m? and ~5x10% channels. The geometry of
the pixels will be different between the innermost layer (L0) and outer layers as well
as between the barrel region and endcap regions. The current recommendation is to
have L0 pixels in the barrel with a 25x100um? geometry and 50x50um? in the LO
endcaps and the outer layers. Both the 50x50um? and 25x100um? geometries will
be considered in this thesis. In both cases the smaller pixel sizes, compared to the
ID pixels of 50x400um?, and the increase in the number of channels in the 1Tk will

provide a considerable increase in detector granularity in regions of dense tracks.
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The pixel system will consist of five barrel layers and five layers of rings covering
large |n|. The innermost barrel layer will be positioned at a radius of 33mm, this
was a relatively new decision and there are no detailed performance functions that
consider L0 at 33m as yet. The latest functions are based on simulations assuming
a L0 radius of 39mm, however it is possible to estimate the effects of smaller radii,
which will be discussed in section 2.5.5 and the performance of three radii steps

39mm, 36mm and 33mm are considered in this thesis.

The rings are aligned either vertically or at a slight angle towards the interaction
point. This design reduces the required area of pixel detectors needed, compared to
an earlier proposed layout where the innermost barrel layers had a larger z coverage
than the outer layers. This layout also benefits from both needing less service
material and from reducing the material a forward particle has to traverse; leading

to an improved extrapolated resolution at the vertex.

The silicon strip detector will have an active silicon area of approximately 165m?,
utilising two lengths of silicon strips in the barrel layers. Four barrel layers will
enclose the interaction point each extending to z = 4+1.4m for a total length of
2.8m. Twelve vertically aligned endcap disks extend from z = +(1.5—3.0)m sepa-
rated equally in forward and backward regions. The barrel layers are split between
24.1mm and 48.2mm strip lengths for the inner two and the outer two barrel layers
respectively. Layers of strip detectors with a small stereo angle between them are
used to give both ¢ and z coordinates in the barrel or ¢ and r coordinates in the

endcaps.

The ITk is designed to provide a minimum of nine precision measurements per track
for any charged particle within |n| < 4 and with pr > 1GeV and a minimum of 13
hits for |n| > 2.7.
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2.5.2 Strip Modules

Figure 2.14 shows the assembly of a module for the 1Tk barrel combining both silicon
sensors and Application Specific Integrated Circuits (ASICs). The sensors detect
particles that pass through them and generate a signal. The signal is detected via
implanted diode strips, capacitively coupled to the aluminium strips on the sensors,
which are then connected via wirebonds to the front-end electronics chips, ATLAS
Binary Chip (ABC) [56], these are attached to a hybrid flex circuit. Two hybrids
with 10 readout chips (with each chip addressing 256 sensor strips) are glued onto
the barrel strip sensors creating a module. 14 such modules are placed on either side
of a low mass carbon core structure with embedded cooling called a stave. Figure
2.15 bottom shows a stave of 14 modules. The staves are the basic components from
which the barrel is made. The communication between each module and the end of
stave electronics is controlled by the Hybrid Control Chip (HCC) which handles data
to and from the ABCs on the module [56]. Other features on the hybrid include the
power distribution and monitoring circuits through the Autonomous Monitor and
Control Chip (AMAC) (not shown in Figure 2.14). The production chips for the
ITk strip modules will be the ABC* and HCC* [58]. The prototypes reported in
this work are the ABC130 and HCC130.

Wire-bonds

Glue —

Sensor

Figure 2.14: Breakdown of all the components of a strip barrel module [56]
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Figure 2.15: Both endcap petal (top) and barrel stave (bottom) components
overview [56]

2.5.2.1 Silicon Strip Sensors

Silicon can easily be doped with acceptors and donors to create respectively p- and
n-type doped regions which makes it ideal for use in semiconductor technologies.
An advantage is that different n-type and p-type regions can be created in the same
silicon substrate. At the interface between p and n type regions any extra electrons
or extra holes recombine to leave a depletion region of no net charge creating a pn
diode junction. Silicon strip sensors are based on pn-junctions and can be seen as

simple segmented diodes.

For the case of the silicon pixel and strip detectors the signal is determined by the
charge generated by an incoming charged particle traversing the detector. Charged
particles create electron-hole pairs as they ionise the depleted silicon substrate as
shown in Figure 2.16. An applied bias voltage supplies an electric field which fully
depletes the junction of charges. Any charges created in this region will drift, elec-
trons to the n* strips and holes to the p™ backplane. The signal induced at either
end of the junction can be readout using amplification electronics. As shown in

Figure 2.16 one side of the junction can be segmented into strips to provide spatial
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hit information. The metal strips are connected to the readout electronics via wire-
bonds and the signal is read by the front-end electronics (FEE) through capacitive
AC coupling.

Readout electronics

Metal strips

SiO: Insulator
n+-type strips implants

Reverse

bias
voltage

p+-type backplate

Charged particle

Figure 2.16: A schematic of a silicon strip sensor looking end on, showing three
strips

2.5.2.2 On-Detector Readout

The basic block diagram for the readout of the front-end electronics of a single
silicon strip sensor is shown in Figure 2.17. The current created by the separation
of electron-hole pairs created by an ionising charged particle is collected and then
readout as a charge. This charge is then integrated and amplified by the preamplifier
creating a signal pulse. A pulse shaping circuit is then used to define the return to
baseline of the signal. A discriminator with threshold is used to digitise the signal. In
binary readout chips, only hit/no hit information is provided. The system registers

1 to indicate if the signal exceeds a predetermined threshold.

The ABC [59] is an ASICs made in a CMOS 130nm technology providing binary
readout for 256 silicon strips. If the signal is above the threshold within a 25ns
interval the hit is stored in the chip together with the time at which it occurred,
until a trigger is given to release the hit information. The chip inputs the bunch
crossing clock and control signals, these control signals include triggering and general
commands [60]. They are received by the HCC and sent to the addressed ABCs. The

HCC also receives the data from the ABCs and formats them before sending data to
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Figure 2.17: Box diagram of the front-end electronics for a silicon strip sensor [61]

2.5.3 HGTD - High Granularity Timing Detector

The HGTD will precisely measure the timings of charged particles to reduce back-
ground pileup from jets, as the increased pileup expected during HL-LHC running
will require additional mitigation strategies [62]. It will cover the region 2.4 < |n| <
4.0 where, despite the greatly enhanced pixel system, tracking ambiguity due to the
high track density is greatest. It will have an active area of 6.4m? covering a radius
between 120mm and 640mm at z = +3.5m, in between the ITk and the endcap of
the forward calorimeters. An overview of the original TDR version of the HGTD
layout is shown in Figure 2.18, where the two double sided silicon layers are rotated
in opposite directions by 15° to maximise hit efficiency [63], as shown in Figure 2.19.
The sensors on each side of the layers are overlapped as shown in Figure 2.20 so
that the number of hits is larger than the number of disks. As well as increasing the
number of hits per track, the HGTD crucially also provides timing information. With
the temporal spread of pileup collisions expected in the range 175ps to 260ps and

the design track resolution of the HGTD between 30ps and 50ps (start to end of life

£ Average(175,260)

respectively), a factor o 30550

~ 7.3 — 4.4 pileup suppression is achievable
(start — end of life). The main tracking and timing parameters are shown in Table

2.1 [63].

In [63] it is assumed that the harsh radiation environment at high |n| will re-
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Table 2.1: The main tracking and timing parameters of the HGTD

Average number of hits per track
24 < |n <31
3.1 <|n| <4.0

~ 2
~ 3

2.4 < |n| < 3.1
3.1 <|n| <4.0

Average time resolution per hit (start and end of lifetime)

~ 40ps (start) ~ 70ps (end)
~ 40ps (start) ~ 85ps (end)

Average time resolution per track (start and end of lifetime) | ~ 30ps (start) ~ 50ps (end)

quire the innermost ring of the HGTD to withstand a Total Ionising Dose (TID)

of 10.2x10%n.,cm™ and a total dose of 9.5MGy. These levels of radiation damage

will necessitate the replacement of at least the lowest radius (3.1 < |n| < 4.0) sensors

and electronics at least once during the HL-LHC program. To fulfil the spatial and

timing resolutions required for the HGTD, ATLAS have begun a broad research and

development program into Low Gain Avalanche Detectors (LGADs) [64].

Doubled sided
Silicon layers
Front & Back disks

Peripheral
Electronics

manifolds

EC LARG Cryostat

Moderator/
outer part

Moderator/
Inner part

Figure 2.18: Global view of the HGTD to be installed on each of two calorimeter
extended barrels. The various components are shown: hermetic vessel (front and
rear covers, inner and outer rings), two instrumented double sided layers (mounted
in two cooling disks), two moderator pieces placed inside and outside the hermetic

vessel [63].
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(a) First layer (b) Last layer

(c) Overlay

Figure 2.19: The orientation of the readout rows for the HGTD first and last layer
separately, and overlay of both. Each layer is rotated in opposite directions by
15° [63].
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Figure 2.20: The schematic drawing shows the overlap between the modules on the
front and back of a cooling disk. There is a sensor overlap of 20% for r > 320mm,
and for r < 320mm an overlap of 80% between sensors [63].

2.5.4 Other ATLAS Phase Il upgrades

As well as the major changes to the ATLAS detector with the replacement of the
ID with the ITk and the inclusion of the HGTD there are also many other upgrades

foreseen during the Phase II upgrade.

Both the LAr and Tile Calorimeters are expected to operate reliably throughout the
HL-LHC phase, however the LAr readout electronics and the low-voltage powering
system will be replaced due to the limited radiation tolerance of certain currently
installed front-end components [65]. The trigger system will also need to be up-
graded to account for the increase in instantaneous luminosity and pileup. The new

Phase II trigger system will require the currently installed LAr readout electronics to
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be replaced. Neither this system nor the current Tile Calorimeter readout electron-
ics will survive the expected HL-LHC radiation doses [66]. The Phase II calorimeter
readout electronics will allow for full LAr calorimeter granularity and longitudinal
shower information to be available to the lowest level trigger processors. They will

also allow the Tile Calorimeter to provide faster and more precise measurements.

By the start of Phase II operation the New Small Wheels should be installed and
commissioned while the trigger and readout chain of the RPC and TGC trigger
towers of the Muon Spectrometer will be completely redesigned for improved per-
formance using modern technologies. Additional chambers will also be installed in
the inner barrel layer. All the data from each bunch crossing from the TGC and RPC
detectors will be available for trigger processing [67]. The Level-0 trigger system will
take information from the LAr and Tile calorimeters and Muon Spectrometer at a
rate of 40MHz. Followed by the Event Filter, where data is permanently stored at
a rate of 10kHz [68].

2.5.5 Upgrade Physics Performance

Even with the much higher event rates, the Phase II upgrade of ATLAS is designed to
produce similar or better physics performance compared to the current detector. A
significant contribution to this is due to the 1Tk which will deliver superior b-tagging

efficiencies over a larger 7 range.

2.5.5.1 Impact Parameter and Momentum Resolution

The impact parameter is a measure of the distance between the primary vertex and
the point of closest approach of a track. The transverse impact parameter, dy, is
the distance in the z,y plane and the longitudinal impact parameter, zq, is the z-
coordinate of this point as shown in Figure 2.21. The precise measurement of the z,
and dj in the ITk are essential to discriminate between heavy flavour jets originating

from b- and c-quarks and those originating from light quarks and gluons.
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track

Figure 2.21: Diagram showing the transverse and longitudinal impact parameters

[69]

Figure 2.22 shows the changes expected to the resolution of both the longitudinal
and transverse impact parameters for simulated muons with pr = 1GeV and pr =

100GeV.

The dy resolution of high pr muons (top right) for the 50x50um? pixel pitch gives
similar performance to the Run-2 ATLAS detector as the IBL utilises a pixel pitch of
50x250um? [70]. The improvement seen with the 25x100um? pixel pitch by a factor
two, compared to the IBL and 50x50um? designs is due to the improved resolution
in the ¢ coordinate, however for low momentum particles (top left) the resolution
of both ITk pixel geometries deteriorates compared to Run-2. This is due to the
difference in radii of the innermost pixel layers, 33mm for the IBL [70] and 39mm
for the ITk. Investigations are ongoing into the feasibility of reducing the radius

of the innermost 1Tk pixel layer to regain some of the lost resolution. The effect
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of reducing this radius and of the different pixel geometries will be studied for the

HH—bbyy channel in this thesis.

The resolution in zg for high pr (bottom right) is improved for both 1Tk pixel ge-
ometries due to the relatively large IBL longitudinal pixel size. For both high and
low pr the 50x50um? pixels outperform the 25x100um? pixels in the extreme high

and low |n| regions.

The 1Tk silicon strip sensors will replace the IDs TRT straw tubes, where the superior
resolution of the strips allows for a more precise measure of the sagitta® in the
bending direction. As a result, the pr resolutions for both ITk pixel geometries and
at both momentum values under study, improve compared to that of the current
detector as shown in Figure 2.23. For low pr objects (left) there is relatively little
difference between the performance of the two ITk pixel geometries and the resolution
here is dominated by multiple scattering. For high pr objects (right) the resolution
of the 25x100um? pixel pitch outperforms that of the 50x50um? pitch at high n by
a factor greater than two. This is because all the hits on a track at high n will be
within pixels and therefore the resolution will be only affected by the choice of pixel
pitch. At low n there are also hits in the strip sensors at lager radii, therefore the

choice of pixel geometries does not greatly effect the resolution.

2.5.5.2 Pileup Jet Rejection

It is important that the ITk track reconstruction can discriminate between jets from
the hard scatter vertex and those from pileup vertices especially with an expected
pileup of (1) = 200. Pileup jet rejection is based on the discriminant R,r which
is detailed in Refs [71] and [72] and is defined as the sum of the pr of tracks that
are associated with the jet originating from the hard scatter vertex divided by the
fully calibrated jet pr. This discriminant therefore peaks at 0 and falls sharply for

pileup jets where there is relatively little pr from the hard scatter vertex. Figure

® How much an arc deviates from a straight line is known as the sagitta of the arc. In high
energy physics experiments it is used to measure the radius of curvature of tracks.
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Figure 2.22: The transverse (top) and longitudinal (bottom) impact parameter res-
olutions of the ITk as a function of pseudorapidity for muons with pr = 1Gev (left)
and pr = 100GeV (right) and (1) = 0. Comparison to the Run-2 performance is also
shown. The ratio plots are obtained from the resolutions using 50x50um? pixels
over the resolutions using 25x100um? pixels [57]

2.24 shows the pileup rejection as a function of signal jet efficiency for di-jet and ¢t
events, with an average of 200 pileup interactions superimposed using 50x 50m? or
25%100pum?. Compared are the results for different 7 ranges and for two samples
in jet pr. Jets in the pr interval between 20GeV and 40GeV yield more low-pr
particles and hence the multiple scattering in the detector material is expected to
dominate in the performance comparison. For jets at pr above 40GeV the impact
resolution for charged particles is driven by the choice of pixel pitch. As can be seen
in the Figure 2.24, both choices of pixel pitch yield very similar signal jet efficiencies
at a typical rejection working point of 50 against pileup jets, independent of the jet

pr range. In the forward region, a gain of less than 1% in efficiency is observed,
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Figure 2.23: The relative track pr resolution of the ITk as a function of pseudo-
rapidity for muons with pr = 1GeV (left) and pr = 100GeV (right) and (u) = 0.
Comparison to the Run-2 performance is also shown. The ratio plots are obtained
from the resolutions using 50x50um? pixels over the resolutions using 25x100um?
pixels [57]

despite the improved impact parameter resolution in this region [73].
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Figure 2.24: The rejection of pileup jets as a function of the efficiency for hard-
scatter jets with 20 < pr < 40GeV (left) and pyr > 40GeV (right) using the R,
discriminant. Shown are results for di-jet events (top) and ¢t events (bottom), with
an average of 200 pileup events using 50x50um? or 25x100um? [73]

The expected resolution in the z-coordinate as a function of local pileup density of

successfully reconstructed vertex candidates for two different processes is shown in
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Figure 2.25. The resolution is not expected to be greatly affected by pileup for both
cases. A pixel pitch of 50x50um? would result in a slight improvement in resolution
as a result of the track zq resolution [57]. For t¢ and H — vvww, the z coordinate
resolution is expected to both greatly improve and also become considerably more

robust against pileup with respect to the Run-2 detector.
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Figure 2.25: The resolution of the z coordinate of the reconstructed primary vertex
for ¢t (left) and vector boson fusion H — vvvr (right) events as a function of local
pileup density in events with () = 200. Results use pixel sizes of 50x50um? and
25x100um? for the ITk. The primary vertex candidate is identified as the vertex
with the highest Yp% of associated tracks [57]

2.5.6 Upgrade Performance Functions

To allow analyses to be performed for the HL-LHC, Upgrade Performace Func-
tions (UPF) are calculated [74] [75]. These functions take the final state truth in-
formation of an object from Monte Carlo (MC) data samples as input. The UPFs
are used to smear the pr values and n position of a final state object as well as
various reconstruction efficiencies to mimic the expected detector response. This
thesis is focussed on looking for b-quarks and photons, therefore only the UPFs re-
lated to these objects and other potential backgrounds will be discussed in detail.
The UPFs are constantly updated as more decisions are made on the layout of the
HL-LHC ATLAS detector and more accurate material budget estimates are produced
resulting in more realistic simulated detector responses. As the previously published

studies used now outdated functions, the performance differences between the dif-
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ferent versions of the UPFs are compared and detailed below. Figure 2.26 shows the
difference in radiation length as a function of 1, between a previous layout (left) and
the updated Layout 3.0 (right) which has a more realistic material budget. The pre-
vious layout was found to contain several mistakes, most noticeable is the Support
Structure differences where the inner barrel support weight was set as 272g instead
of 1466g and important contributions, such as pixel module flex cables are missing
entirely. As the latest published HL-LHC results for the HH — bbyy channel [26]

utilises the previous layouts material budget it is therefore inaccurate.
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Figure 2.26: Radiation length X, verses n for a previously adopted ITk model (left)
[56] and the Layout 3.0 model (right) [76]. The figures show only positive 1 since
the material distribution is symmetric about n = 0

2.5.6.1 Photon Performance

The photon efficiency and fake rates are computed using simulations based on the
detector layout presented in Ref. [75]. The efficiency for identifying photons as a
function of pr is shown in Figure 2.27 which plateaus at 85% above 150GeV. The
probability of an electron faking a photon is assumed to be 2% in the barrel region
and 5% in the endcap regions. The probability that a jet emerging from the primary

interaction is mis-identified as a photon is <5x 1074,
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Figure 2.29: c-tagging efficiency for the MV2c10 tagging algorithm for a previous
layout (top left), Layout 3.0 (top right) and the difference in performance (Layout
3.0 - previous layout) (bottom) in pr-n space

2.5.6.2 b-tagging Algorithms

The b-tagging algorithms used in ATLAS exploit the long lifetime of hadrons contain-
ing b-quarks and they are either based on the track impact parameters (IP3D [77])
or on the properties of displaced vertices reconstructed inside the jet. For secondary
vertex reconstruction, the algorithms used are the iterative vertex finder SV1 [78]
and the JetFitter algorithm [79] (the latter goes beyond the secondary vertex and

also searches for tertiary vertices).

The MV2c10 algorithm [77] is a Boosted Decision Tree (BDT) algorithm that com-
bines the input of the IP3D, SV1 and JetFitter algorithms. The input variables
for the MV2c10 algorithm are shown in Ref. [80]. The jet pr and 7 are included



51 CHAPTER 2. THE LARGE HADRON COLLIDER

500

[GeV]

-

P

30

S

25

(=]

20

S

(=]

10

S

5

(=]

U"JHI‘HHIHH‘HH'HH‘\IH“HI‘HHIHH‘HH

=

ol 0*
-0.1
-0.2
-0.3
0.4

-0.5

06

Figure 2.30: [-tagging efficiency for the MV2c10 tagging algorithm for a previous
layout (top left), Layout 3.0 (top right) and the difference in performance (Layout
3.0 - previous layout) (bottom) in pr-n space

in the training variables in order to exploit the correlations with other variables.
The MV2c¢10 algorithm was trained on a subset of events from a simulated ¢f sam-
ple which includes all the tf decay channels. The fraction of jets originating from
c-quarks used in the training phase of the MV2c10 algorithm is 7%, such that the
training is performed assigning b-jets as signal and a mixture of 93% jets originating

from light quarks and 7% c-jets as background.

The latest published HL-LHC results for the HH — bbyy channel [26] utilises the
MV2c10 b-tagging algorithm which is based on a detector model that overestimates
the performance of the detector. Figure 2.28 shows the b-tagging performance for
the MV2c10 tagging algorithm for a previous layout (top left), Layout 3.0 (top right)

and the performance difference (bottom) (performance of Layout 3.0 - performance
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Figure 2.31: Pileup-tagging efficiency for the MV2c10 tagging algorithm for a pre-
vious layout (top left), Layout 3.0 (top right) and the difference in performance
(Layout 3.0 - previous layout) (bottom) in pr-n space

of previous layout) in pr-n space. Figure 2.28 (bottom) has two separate scales; one
positive showing the improvement possible from Layout 3.0 and one negative showing
regions where performance decreases due to the more realistic material budget. The

2 and

Layout 3.0 MV2c10 algorithm is based on a pixel sensor pitch of 50x50um
as well as giving the probability a b-jet is correctly b-tagged, it also provides the
likelihood of other physics objects being incorrectly b-tagged. Figures 2.29, 2.30 and
2.31 show the performance differences between the previous layout and Layout 3.0
for a c-jet, [-jet and a pileup jet to be reconstructed as a b-jet respectively. Note

that for these plots a positive increase means that physics object is more likely to

be falsely reconstructed with Layout 3.0.
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Figure 2.32: b-tagging efficiency for the MV2c10 tagging algorithm for pixel sen-
sor geometries 50x50um? (top left), 25x100um? (top right) and the difference in
performance (25x100pm? - 50x50pm?) (bottom) in pr-n space

The MV2c10 algorithm has also been trained using the expected performance of pixel

2. Figure 2.32 shows the b-tagging performance

sensors with a pitch of 25x100pum
for the MV2¢10 tagging algorithm with a pixel sensor pitch of 50x50um? (top left),
25x100pm? (top right) and the difference in performance (bottom) (performance of
25%100pm? - performance of 50x 50m?) in pr-n space. As before, Figures 2.33, 2.34
and 2.35 show the performance differences between the two pixel sensor geometries
for a c-jet, [-jet and a pileup jet to be reconstructed as a b-jet respectively. The

effects of these changes on the expected performance of the HH — bbyy channel
will be investigated in Chapter 6.

At the time of this thesis, dedicated upgrade performance functions were not avail-



2.5. THE ATLAS PHASE Il UPGRADE 54

< 500 0
38
= 450
o 0.01 -0.005
400
-0.01
350 0.008
-0.015

—10.006 -0.02

0.004

0.002 -0.035

=)

OVTTTTTITT[TITT{ T TITIT[TITT[TTTT[T1TTT HHIHH

Figure 2.33: c-tagging efficiency for the MV2c10 tagging algorithm for pixel sen-
sor geometries 50x50um? (top left), 25x100um? (top right) and the difference in
performance (25x100um? - 50x50um?) (bottom) in pr-n space

able for studies into reducing the radius of the innermost 1Tk layer. However, as
shown in Figures 2.36 and 2.37 the expected light jet rejection factors for radii of
39mm, 36mm and 33mm in different  and pr ranges can be extracted for both
50x50um? and 25x100um? pixel geometries respectively. This will also be investi-

gated in Chapter 6.
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Figure 2.34: [-tagging efficiency for the MV2c10 tagging algorithm for pixel sen-
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Figure 2.35: Pileup-tagging efficiency for the MV2c10 tagging algorithm for pixel
sensor geometries 50x50um? (top left), 25x100um? (top right) and the difference
in performance (25x100pm? - 50x50um?) (bottom) in pr-n space
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Figure 2.36: Light jet rejection as a function of b-tagging efficiency using the com-
bined IP3D+SV1 algorithm and a pixel sensor geometry of 50x50um? at different
radii (39mm vs 36mm (top) and 39mm vs 33mm (bottom)) for the innermost ITk
layer. The effects are also shown in several n regions (left) and several pr regions

(right) [73]
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Figure 2.37: Light jet rejection as a function of b-tagging efficiency using the com-
bined IP3D+SV1 algorithm and a pixel sensor geometry of 25x100um? at different
radii (39mm vs 36mm (top) and 39mm vs 33mm (bottom)) for the innermost 1Tk

layer. The effects are also shown in several n regions (left) and several pr regions
(right) [73]
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[RRADIATIONS

qarototype silicon strip sensors and readout electronics have been exposed to doses
equivalent to those that are expected in the 1Tk by the end of the HL-LHC era. The
University of Birmingham Medical Physics Cyclotron [81] is one of several facilities

capable of delivering these doses, see Section 3.2.1.

3.1 Radiation Effects in Silicon

The two main types of radiation damage are firstly a single event effect due to the
energy deposited by a single particle and secondly cumulative effects, principally
displacement damage where protons or neutrons cause lattice defects [82]. These
effects produce damage that can be roughly separated into bulk damage and surface

damage, where bulk damage has the predominant effect on silicon sensors.

o8
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Incoming radiation, with energy roughly 15eV [83], can displace an atom (or several
atoms, dependant on sufficient energy by a knock-on effect) from its original lat-
tice position resulting in vacancies in the lattice [82]. At room temperatures these
defects, both the displaced atoms, known as interstitial atoms, and the vacancies,
become mobile and can form defect clusters in the silicon. The defects result in
changes to the electric properties of the silicon by an increase in both leakage cur-
rent and the trapping of produced charges, both culminate in a reduction to the
recorded signal. The defects also alter the effective doping concentration which

requires an increase in bias voltage to keep the bulk depleted of charge carriers.

Surface effects occur at the interfaces, where liberated electrons and holes get
trapped. These effects include charge trapping in the oxides and at the SiOs/Si
interface. In deep submicron CMOS technologies, such as the one used for the ITk
on-detector electronics, the oxide affected by radiation is the Shallow Trench Iso-
lation (STI) oxide and its interface to the silicon. The gate oxide is too thin (few
nm) to make a significant contribution as its thickness permits fast recombination
of trapped holes with electrons from the gate or silicon bulk [84]. However the STI
is a thick oxide at the edge of the transistor used for isolation. Radiation passing
through the oxide creates electron-hole pairs. These electron-hole pairs typically
recombine, but some of the more mobile electrons can escape the SiO,, under the
influence of electric fields, leaving behind the less mobile ions which migrate to the
interface resulting in a layer of fixed positive charge [85]. This results in radiation
induced interface states. Figure 3.1 shows an energy band schematic of the process
that leads to these radiation induced interface states. The trapped positive charges,
which accumulate with prolonged irradiation [86], and interface states change the

leakage current and threshold properties of the transistor.

The narrower the transistor, the larger the effects of the irradiation, if the channel is
wide the positive charge in the STT only effects the periphery and the main transistor
is not greatly influenced. This effect, typical of submicron technologies, is called
Radiation Induced Narrow Channel Effects (RINCE) [87]. The effect of RINCE on the

leakage current of N(negative)-type Metal Oxide Semiconductor (NMOS) transistors
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is discussed here as it is relevant to the work described in this chapters.
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Figure 3.1: Energy band schematic showing the generation of radiation induced
interface states [88]

Figure 3.2 shows the charges which accumulate in and around the STI of a MOSFET
during irradiation. When irradiation begins, trapped positive charges in the bulk of
the oxides rapidly accumulate increasing the leakage current (a). Further irradiation
continues to increase the leakage but at a lesser rate, this is due to a gradual build
up of negative interface states which begin to compensate for the positive trapped
charges (b). After a certain dose the leakage current peaks and begins to decrease.
This is due to the saturation of available states for trapping positive charges in
the STT oxide, while the negative interface states continue to build (c¢). The dose
has now reached a point where the negative interface states are more efficiently
created than the trapped positive charges causing a decrease in the leakage current
(d). Further irradiation would continue to decrease the leakage current to close
to the original pre-irradiation value. However if the irradiation stops, there is no
longer a build up of negative or positive charges. The thermal energy begins to pull
away the trapped positive charges much more efficiently than the negative charges,

this rapidly decreases the leakage current (e). When irradiation restarts, positive
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Figure 3.2: A series of diagrams showing the RINCE on the leakage current of a
MOSFET caused by trapped charges in the STI. Red arrows indicate processes leading
to an increase in leakage current and green arrows processes leading to a decrease

charges become trapped again however the residual negative interface states prevent
the leakage current from peaking higher than before (f). Further irradiation will
saturate the trapping states, as in (c), while the negative interface states continue
to compensate, eventually returning to the pre-irradiation leakage current (g). Due
to inconsistent irradiation in the LHC experiments®, a behaviour as shown in Figure
3.2 bottom right is observed. This effect is heavily dose rate and temperature

dependant as shown later in this chapter.

® There are many periods throughout LHC operation where there are no collisions e.g. during
the particle acceleration, after a beam dump or Christmas holidays and therefore the dose rate is
not constant
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Table 3.1: Table of maximum doses expected for each layer of the ITk including a

safety factor of 1.5 [56]

Strip Layer

Maximal Fluence

Maximal Dose

Maximal Dose

[ne em ™2 [kGy] [MRad|
Long Strips | 3.8x 10 98 9.8
Short Strips | 7.2x10 325 32.5
Endcap 1.2x10% 504 50.4

3.1.1 Radiation Levels in the ITk

The bulk damage occurring to a device is usually normalised to a 1MeV equivalent

neutron fluence which would result in the deposition of the same non-ionising energy

causing equivalent damage to the material. Both the expected 1MeV equivalent

neutron fluence and TID for the ITk are shown in Figure 3.3. As shown in Table

3.1 the ITk strip detector is expected to experience fluences up to 1.2x10"n,,cm™

2

and doses up to 504kGy. Every detector component needs to be tested up to and
beyond these levels. In this work the ABC130 and HCC130 have been irradiated to

assess their radiation hardness. Radiation issues within silicon have been discussed

further in Section 3.1.
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Figure 3.3: Simulation of the 1MeV equivalent neutron fluence (a) and TID (b)
distribution through the ITk geometry [56]
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3.2 Facilities and Setups

All components of the ITk need to be tested in high radiation environments to
ensure they can survive the increased doses and particle rates produced by the HL-
LHC. The results presented in this Chapter aided in commissioning the Birmingham
medical physics cyclotron as an AIDA-2020 transnational access radiation facility
[89]. The facility is intensively used to irradiate silicon sensors (both strip and pixel),
microelectronics and integrated circuits, optical fibres, hybrid circuits, mechanical

structures for the LHC upgrade program and many more [90].

3.2.1 Birmingham Medical Physics Cyclotron

HL-LHC doses can be delivered at the Birmingham medical cyclotron within min-
utes to several hours [89]. The standard beam energy is 27MeV with a maximum
achievable of 36MeV. A variable beam current of 0.1-2000nA allows for precision
irradiation to a wide range of total ionising doses and fluences. At the cyclotron,
detectors are mounted in the box shown in Figure 3.4 which can be scanned in the
beam and are cooled using the boil-off of liquid Nitrogen. Temperatures down to
—50°C are easily achievable, the usual operating temperature is —25°. Samples are
kept cool to reduce annealing effects and leakage current. The box is mounted on
a z-y scanning system which allows for either fixed (point) or scanned irradiations
depending on the area of the sample. A small Nickel foil is added to each sample
to measure the fluence received offline. A gamma spectrum of the foil shows several
decay peaks, the size of the peak at 1337KeV can be used to determine the fluence

as a neutron equivalent dose to £10%.

It was found that a thin 3004m Aluminium absorber is needed in front of the samples
during irradiation in order to filter out low energy protons and give consistent results

in agreement with other facilities. These low energy protons are possibly caused by



3.2. FACILITIES AND SETUPS 64

Figure 3.4: Photograph of the particle physics setup at the Birmingham medical
physics cyclotron

the interaction of the beam with the collimator®.

Studies with Gafchromic film showed that the lecmx1lcm beam spot does not give
a uniform dose over this area similar to that shown in Figure 3.5 (left). There-
fore during point irradiations some sections of the object being irradiated received
a considerably larger dose than others, Figure 3.5 (middle). Further studies with
the film showed that it was possible to considerably reduce this effect by scan-
ning the object through the beam. During scan irradiations the box follows a
right,down,left,down,repeat path, Figure 3.5 (right). The down movements are set

smaller than the beam spot height which means the beam spot overlaps with previ-

# A 3MeV proton has a range of 1074+5mm in air with a density of 0.00163gcm =3 (ICRU-104
material). Protons must have energy more than this to traverse 10cm of air between collimator
and sample. A 7TMeV proton loses around 1MeV in 10cm of air. A 6.5MeV proton has a range of
296+13pm in pure Al so would be stopped. Values taken from SRIM [91]
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Beam spot
1cmxicm

Point irradiation

Scan irradiation

Figure 3.5: A simplified drawing showing the non-uniform dose of the beam spot
(left), the sensor position during a point irradiation (middle) and how a scan ir-
radiation can reduce the effects of the non-uniformities in the beam (right). The
effective path of the beam spot is shown with red arrows

ously irradiated sections of the object resulting in a more uniform total dose.

3.2.2 ALiBaVa

The Liverpool Barcelona Valencia (ALiBaVa) is a test system which is used to charac-
terise sensors before and after irradiation. It is a commercially available test system
which is the standard for the CERN RD50 collaboration. The irradiated sensors are
wire bonded with 128 channels to the LHCb analogue readout electronics. This is
mounted onto a daughter board which is then mounted in a metal box to maintain a
constant position. A 3D design drawing of the setup is shown in Figure 3.6. A Sr-90
Beta source is placed above the box where PMTs and scintillators provide a trigger
which the ALiBaVa system uses to get a channel by channel readout of the sensor.
The ALiBaVa software displays the signal, hitmap, noise and temperature. The sys-
tem can then be used to measure collected charge with increasing voltage before and
after irradiation and annealing. During the first year of the project several improve-
ments were made to the ALiBaVa setup at Birmingham. These include the design of

a new box which houses an upgraded board capable of taking the silicon sensors to
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1000V bias voltage (500V max previously). This does allow for results to be more
comprehensibly compared. The new box also has a reduced volume, scintillators at
right angles and is more airtight. This allows Ny to be continually pumped through-
out the cooling and warming up phases of testing. If the box warms too quickly and
without Ny there would be considerable condensation on the sensor which can easily
damage wire bonds as well as the sensor itself. Previously the freezer would need
to have been switched off and allowed to warm up before the sensor could be safely
removed. Any time the sensor spends close to room temperature, annealing takes
place much more rapidly, which will start to alter the effects from the irradiation as
discussed in Section 3.1. The new box allows for a considerably quicker warm up
time while still maintaining Ny flow at a safe level for the sensor. Offline, data from

the ALiBaVa system is then analysed.

Position of PMT
sensor Light Guides

Scintill Anchor for
Daughter cintillators PMT and
Board Lightguide

Figure 3.6: A 3D rendered drawing of the box containing the AliBaVa daughter card
and scintillator triggers. The position of the sensor is aligned with the scintillators
and source [92]

Figure 3.7 shows a Landau fit to the data taken by ALiBaVa. A Landau convolved
with a Gaussian distribution is used to fit the data. The most probable value of the
fitted data is then plotted for each voltage setting. A comparison between differently

irradiated sensors can then be made easily.



67 CHAPTER 3. IRRADIATIONS

@)

2 -

a 1000 ;

£ i -'E 08Jun16_KAZU_0_cold

4 i ]l{ ! Bias Voltage = 800V

Y go0l- Peak = 137.3 +/- 0.3 ADC

‘Ihl Width = 21.4 +/- 0.2 ADC

1
;‘ PRE irradiation
600/ :
- N,H

400 ﬁ
i 3 big'
; i

200 1
- ¢
- A
0w [0
0 50 100 150 200 250 300 350 400 450 500

Signal [ADC]

Figure 3.7: An example of a typical Landau fit to an unirradiated sensor biased at
800V



3.3. SENSOR IRRADIATION RESULTS 68

3.3 Sensor Irradiation Results

Issues arising from the radiation damage to ATLAS12 mini sensors were discussed
at length in [92]. The main issue is a reduced signal at a given voltage when sensors
are tested after irradiation. A signal consistent with other facilities can be achieved

as discussed in 3.2.1.

ADC
//
AN

1 e } 200 ;1 1 —u L }
-40 -30 -20 -10 0 10 20 30

Temperature [C]

Figure 3.8: ALiBaVa output (in ADC counts) showing the temperature dependence
of a daughter board [93]

The ATLAS12 mini sensors irradiated at the cyclotron are tested after irradiation
using the ALiBaVa test system. The most probable signal is extracted from a fit
to the data at each voltage step as described in Section 3.2.2 and Figure 3.7. The
temperature dependence of the electronics gain shown in Figure 3.8 is corrected for.
A test of the correction on an unirradiated sensor is shown in Figure 3.9 showing the
same data before and after the temperature correction has been applied. The unir-
radiated sensor was tested at +17°C, —25°C and —30°C and thus the three datasets
show different output signals measured in ADC counts (Figure 3.9 (left)). However

once the temperature correction and an ADC to collected charge conversion® have

® A calibration for converting from an ADC to a Ke is found by noting that a fully depleted
300pm silicon sensor will produce approximately 23,000 electron-hole pairs from a passing MIP.
This calibration is a constant and applies equally to all datasets and therefore the temperature
correction is solely responsible for the relative changes between datasets
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Figure 3.9: Signal (in ADC counts) of an unirradiated sensor measured with the
ALiBaVa test system at several different temperatures (left). The same results are
also shown after a temperature correction (Figure 3.8) is applied (right). The units
of collected charge, Ke, correspond to one thousand times the charge of an electron,
i.e. 1.6x1071¢ Coulombs. This is found by calibrating the measurements to convert
from an ADC to a Ke

been applied, all three datasets show consistent charge collection capabilities (Figure

3.9 (right)) .

Figure 3.10 shows the most probable signal values for several sensors, pre- and post-
annealed, irradiated in February 2016. Sensors 2 and 3 were scanned through the
beam (scan) whereas sensor 1 was fixed in place (point). All were irradiated to

a target fluence of 1x10%n.,cm™2.

However, the relatively low fluence measured
for sensor 1 has been attributed to non-uniformities within the beam, this issue
is reduced when a sample is scanned through the beam as shown in Figure 3.5.
Circles represent pre-annealed data and squares annealed data i.e. after 80mins
at 60°C. As shown in Figure 3.11, annealing the sensors for this time and at this
temperature improves the signal by reversing the radiation induced changes to the

effective doping concentration. As expected there is an increase in the collected

charge after annealing for all three sensors, however the relatively high signal in the
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Figure 3.10: Radiation and annealing effects on the charge collecting abilities of
several sensors. The black crosses show the collected charge for an unirradiated
sensor for reference. For the three sensors, circles represent irradiated sensors and
squares represent the same sensors tested again after the process of annealing. The
fluence, measured from the Ni foils, of each sensor is shown and scan and point refer
to the irradiation setup described in Figure 3.5

pre-annealed data for sensor 3 is not unexpected. The reason for comparison after
annealing is because, in practice sensors will have annealed by varying amounts
during and after irradiation. After 80mins at 60°C (equivalent to two weeks at
room temperature) the evolution of signal with time, changes only slowly, making
comparisons easier. As expected the three annealed datasets show that the higher

the fluence the lower the collected charge for a given voltage.

The annealed results can then be compared to other radiation facilities with different
beam energies and sources shown in Figure 3.12. The three sensors follow the trends

of charge collection verses fluence of the other facilities.
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Figure 3.11: Evolution of the doping concentration as a function of annealing time
for an irradiated sample of silicon. N¢ is not dependent on annealing and is there-
fore called the stable damage component. The radiation induced changes to the
effective doping concentration can be slightly reversed by bene ficial annealing for
a short time which is described by N4, the sum of several exponentials. The effect
is minimised after around 80mins at 60°C, although this is a relatively soft upper
limit as the time scale is logarithmic, meaning that the effects remain minimised
for many tens of minutes after 80mins. However after considerably long annealing
times a reverse annealing effect occurs, this is parametrised by Ny. Ng, N4 and
Ny are discussed at length in [94]
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Figure 3.12: Collected charge at 500V vs fluence for three different sensor prototypes,
A7, A12A and A12M (short for ATLASI2 mini). Results are shown separately for
various irradiation sources after annealing [95]. The results for the three annealed
A12M sensors at 500V from Figure 3.10 have been added by hand to the original
figure
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3.4 ASIC lrradiation Results

The ABC130 and HCC130 have both been irradiated at the Birmingham Medical
Physics Cyclotron with protons. During irradiation both ABC130 and HCC130 had
their current, gain and noise monitored. The ABC130 and HCC130 were irradi-
ated with a dose rate of 1.20MRad/hr and 1.25MRad/hr respectively both kept at
—25°C. The cyclotron cannot be operated overnight, therefore to reduce the impact
of annealing the ABC130 and HCC130 are left powered and cold during the night

with no beam.

3.4.1 ABC130 Irradiation Results

By using a low beam current the ABC130 was irradiated slowly to 10MRad over
three days. During the irradiation the current was monitored along with several
tests to determine the gain and input noise. Figure 3.13 shows the characteristics
of the Radiation Induced Narrow Channel Effects (RINCE) on the current drawn
by the ABC130 discussed in section 3.1. The vertical lines separate the days and
at the end of each irradiation period the chip was kept cooled overnight. In the
region of 0-2MRad the leakage current peaked at 1MRad. For these dose rate and
temperature conditions the maximum current increased by a factor of approximately

ten compared to the unirradiated current value.

Several irradiations using X-rays of the ABC130 have been performed at other fa-
cilities with different dose rates and at different temperatures. A table of all irradi-
ated ABC130s peak current increases and the facilities used is shown in Table 3.2
from [56]. Table 3.2 shows that the current increases of the ABC130 are dependent
on both temperature and dose rate. By comparing results at the same temperature
it can be seen that the higher the dose rate the larger the current increase. Also, by
comparing results at the same dose rate, the lower the temperature the greater the
effect. The Birmingham results, where the TID is provided by protons, are consistent

with these findings. More results with the same dose rate (or same dose rate and
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Figure 3.13: Digital current changes with TID for an ABC130 irradiated with a
dose rate of 1.20MRad/hr at —25°C. The irradiation took place over three days
(indicated by purple vertical lines), the ABC130 was then left annealing at room
temp for several months before irradiating again (indicated by the thick purple
vertical line after 10.125MRad). Unconf and Conf relate to the current before and
after all DAQs have been setup

same temperature) would be needed before conclusions could be made about how

the radiation source affects the current increase.

The gain and input noise of two ABC130s were taken at 1.5fC and plotted in terms
of a percentage increase from the unirradiated value. Both were operated at —25°C
with an average dose rate of 2.20MRad/hr. The gain was calculated using software
from the ITkDAQ [96] and the input noise is then calculated from the gain. Figure
3.14 shows a gain decrease before reaching a plateau around —12% of the unirradi-
ated value. Although there are large fluctuations in the percentage gain increase,
the general trend can easily be seen. Irradiations with different dose rates and tem-
peratures at different facilities all measured gain decreases less than those seen at
Birmingham as shown in Figure 3.15 where the gain decreases by about 10% before

recovering to the unirradiated value [56].
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Table 3.2: Table showing the current increase of irradiated ABC130s with three
source types and at different dose rates and temperatures. The factor the maxi-
mum current is above the unirradiated current gives the current increase. e.g. the
p Birmingham data here is taken from Figure 3.13 (Conf data) where the unirra-
diated current is 32mA and peaks at 310mA giving a current increase of 9.7 [56]

Source Temperature | Dose Rate Current Increase
[°C] [MRad /hr]
—25 0.0023 2.5
Co-60 CERN | —10 0.0023 1.9
—10 0.0006 1.3
p Birmingham | —25 1.25 9.7
—15 0.062 3.9
X-ray CERN | —15 2.25 13.6
+20 2.25 5.2
0, : :
| e—a KH 113 (2-4Mar)
e—a KH 117 (16-18Mar)
—_ =5 _;"" - §
] Wy
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Figure 3.14: Percentage increase in gain for two irradiated ABC130s at —25°C with
an average dose rate of 2.20MRad/hr

The irradiation has a considerably large effect on the input noise. Figure 3.16 shows

a continued increase in the input noise up to 42% by 10MRad.

Figure 3.17 shows the percentage increase of the input noise measured at other
facilities, which also reaches a plateau around 40-50% higher with no sign of decrease

with continued irradiation. Such an input noise increase would significantly reduce
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Figure 3.15: Gain in the ABC130 as a function of TID, for different dose rates and
temperatures. The data from Figure 3.14 has been added to the original figure [56]
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detector performance.
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Figure 3.17: Increase of input noise in the ABC130 as a function of TID, for different
dose rates and temperatures. The data from Figure 3.16 has been added to the
original figure [56]

3.4.2 HCC Irradiation Results

A Hybrid Control Chip with 130nm Technology (HCC130) has also been irradiated
at Birmingham. The HCC130 is also subject to Radiation Induced Narrow Channel
Effects shown in Figure 3.18. The current increases by a factor of 2 at 0.5MRad.
The difference in this increase, compared to the ABC130, is expected because of the
differences in design, with a lower fraction of transistors in the HCC130 being so

narrow as to be highly susceptible to RINCE.
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Figure 3.18: Digital current increase and decrease due to radiation induced effects
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CHAPTER 4

H — HH — bbyy

4.1 Introduction

@ne of the most promising channels to measure the Higgs self-coupling through
the decay H — H H is the bby~ final state. This channel benefits from both the large
branching fraction of the H — bb decay and the narrow mass peak from the H — vy
decay resulting in a clear di-Higgs signal. The following analyses are performed in

the context of the HL-LHC.

The following studies are carried out with /s = 14TeV Monte Carlo (MC) simula-
tions. To mimic the detector response, the final-state particles are smeared at truth
level according to the expected detector resolutions. Truth level here includes final
state particles, after hadronisation and simulation hits, which are detectable but
without the effects of finite detector resolution and acceptance. A pileup scenario

with 200 overlapping events ({u) = 200) is assumed.

79
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4.2 Background and Signal Simulations

The background and signal samples used in this thesis are identical to those ex-
plained in [97] with the exception of Table 4.1 which has been updated with the
latest cross-section calculations and Table 4.2 which has been added to help explain

this analysis.

The signal and background processes are modelled in different MC samples. The
main backgrounds arise from processes with multiple jets and photons that are re-
constructed to a final state including two photons and two b-jets. These backgrounds
can be separated into three categories. Firstly those containing a single Higgs boson
which are ggH (— vv), ZH(— ~v), bbH(— ~v), ttH(— ~7v). Secondly reducible
backgrounds that contain multiple jet and photon productions which are bby~y, céyv,
477, bbjy, céjy and bbjj events. Finally other contributing backgrounds include
vy Z(— bb), tt and tty. A list of signal and background samples considered is dis-
played in Table 4.1. For each sample pileup jets® are overlayed to events which have
the possibility to be identified as a b-tagged jet, light jet or photon. Pileup jets are
required to have a pr > 30GeV.

To avoid overlap between events in different MC samples it is necessary to imple-
ment a veto, at truth level, which discards events which are already considered in a
different SM sample. For example, in the jjvyvy sample events with two truth level
b-jets or two truth level c-jets are vetoed as these are already considered in the
samples bbyy and c&yy respectively. If overlap was not taken into account duplicate
events between samples would be considered twice and then the cross-sections used
for weighting the samples would no longer be accurate. All overlap removals are

shown in Table 4.2.

# An independent sample of pileup jets exists. For each event, a number of these pileup jets
are randomly selected and added as physics objects. The mean number of such pileup jets with
pr > 30GeV and |n| < 2.51s 5.5 ({i) = 200) per event
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Table 4.1: List of MC samples produced for this analysis including the generators
used for the matrix element generation and the parton showering. In addition,
the cross-section times branching ratio and the order in QCD of the cross-section
calculation used for each sample are given

Process Generator o - BR [tb] | Order QCD
H(— bb)H(— vv) | MADGRAPH5/PYTHIAS 0.105 NNLO
g9H (— v7v) POwWHEG-BOX/PYTHIAG 100.14 NNNLO

ttH(— v7v) PyTHIAS 1.40 NLO
ZH(— vv) PyYTHIAS 2.24 NLO
boH (— v7) PYTHIAS 1.26 NLO
bbyy MADGRAPH5/PYTHIAS 141.93 LO
ceyry MADGRAPH5/PYTHIAS 1132.4 LO
Iy MADGRAPH5/PYTHIAS 16052 LO
bbj~y MADGRAPH5/PYTHIAS 380590 LO
cCjy MADGRAPH5/PYTHIAS 1093100 LO
bbjj MADGRAPH5/PYTHIAS | 466940000 LO
Yy Z(— bb) MADGRAPH5/PYTHIAS 5.0682 LO

tt PoOwHEG-BOX/PYTHIAG | 530000 NNLO

tty MADGRAPH5/PYTHIAS 5000 NLO

Table 4.2: Table showing the objects in an event which would cause that event to
be vetoed from a sample. Also shown is the sample which would be overlapped if
there were no veto applied. The main background from ¢t production comes from
the production with one photon in the final state, therefore a tty sample was also
produced. Events with one truth level photon are therefore removed from the ¢t
sample to avoid overlap with the dedicated ¢ty sample

Overlap applied If event conﬁcams To avoid overlap

to sample the following with sample
truth object(s)

1977y 2 b-jets or 2 c-jets | bbyy,ccyy

bbj~y 2 photons bbyy

ccyy 2 photons ceyy

ccyry 2 b-jets bbyy

bbj g 1 photon bbjy

tt 1 photon tty
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4.2.1 Signal

For the signal process HH — bbyy only the dominant gluon-gluon fusion production
mode is generated using MADGRAPH5_aMC@QNLO [98-100] at Leading Order (LO)
(with finite top mass) with PyTHIA 8 [101] to model parton showering and hadro-
nisation. The A14 tune [102] is used together with the NNPDF2.3LO Probability
Density Function (PDF) set [103]. The event yields are normalised to the Next-
to-next-to-leading Order (NNLO) cross-sections of Ref. [104] and [105] (using the

infinite top mass approximation).

4.2.2 Single Higgs

The background from single Higgs boson production via gluon-gluon fusion is gen-
erated using POWHEGBOX [106]. This process uses the CT10 PDF set [107] and is
interfaced to PYTHIA 6 [108] for parton showering and hadronisation. The cross
section is normalised to next-to-next-to-next-leading order in QCD predictions [25].
The associated Higgs production modes ZH (— ), ttH(— ~7) and bbH(— ~7)
samples are generated using PYTHIA 8. The ZH(— ~7) process is normalised to
cross-sections calculated to NNLO in QCD [109] with Next-to-leading Order (NLO)
Electroweak corrections [110]. The t¢H (— ~7) process is normalised to a calculation
at NLO in QCD [111-114] and the bbH (— ) process is normalised to a calculation

at NNLO in QCD with Next-next-to-leading-log accuracy [115].

4.2.3 Reducible Backgrounds

The non-resonant vy backgrounds arise from the processes bbyy, céyy, jivy, bbjv,
ccjy and bbjj, where the jets in the last process come from both light quarks and
gluons. In the jjvyvy sample, the jets arise either both from light quarks or bjv~, cjyy
or beyy. These processes are produced with MADGRAPHS_aMCQ@QNLO interfaced
with PyTHIA 8 for the showering and hadronisation. The CTEQG6L1 PDF [116] set



83 CHAPTER 4. H — HH — bbyy

is used. These samples were generated inclusively (e.g. an additional jet in the
tree-level matrix element is allowed). The jets and photons produced in the hard
process are required to have pr > 20GeV and 25GeV respectively and the photon
rapidity is limited to |n| < 2.7. The invariant mass of two jets has to exceed 25GeV.
In addition, for processes with two photons produced in the hard process, the di-
photon invariant mass is restricted to 60 < m.,, < 200GeV and for processes with

two b-quarks, the invariant mass of the bb system has to exceed 45GeV.

424 Others

The yyZ(— bb) process is produced in the same fashion as the reducible back-
grounds. Backgrounds from ¢t production are estimated at NLO in QCD using
PowHEG-BoX, which is interfaced to PYTHIA 6 for parton showering and hadroni-
sation. The CT10 PDF set [107] is used for this process. The events are filtered to
contain at least one lepton with pr > 20GeV in the final state. The cross-section
is calculated with the TOP+42.0 program to NNLO in QCD, including soft-gluon
resummation to NNLO (see Ref. [117] and references therein) and assuming a top-
quark mass my,, = 172.5GeV. The main background from ¢ production comes from
the production with one photon in the final state. Therefore, a tty sample was
also produced in LO, using MADGRAPHH_ aMC@NLO interfaced with PyTHIA 8 for
the showering and hadronisation and the CTEQGL1 PDF set. The cross-section is

normalised to the NLO predictions [118].



CHAPTER 5

HL-LHC H — HH — bbyy ANALYSIS
STRATEGIES

mo best capture the small number of expected events (roughly 315 in 3000fb™!) the
prospects for observing the HH — bbyy channel at the HL-LHC have been studied
with various analysis methods. Each method builds on the previous method to
enhance the signal acceptance. For the purpose of this thesis the selection criteria
are only explained in detail before the first method, see Section 5.2 and thereafter

only the variations are described.

Initial results were published with a cuts based analysis [97], called the Legacy
method. In this method Monte Carlo events are either kept or rejected completely,
which is a problem for backgrounds with small sample sizes. Given limited Monte
Carlo statistics and to reduce the reliance on random numbers, an additional cuts

based approach was later developed to improve the performance by using the weight
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of each object in an event [119]. This method is referred to as the weighted cuts
based approach, however neither of these approaches make optimal use of all the
data available; a Boosted Decision Tree (BDT) method was subsequently imple-
mented [26]. This allows for all the information about each simulated event to be
more efficiently utilised by assigning the probability that the event is either a HH

candidate or a background process.

As the results reported in Chapter 6 are based on the Legacy method, the weighted
cuts based approach and the Boosted Decision Tree method, they are all discussed

in detail in this chapter.

5.1 Sample Topologies

This section shows the distributions of some of the most important discriminating
variables considered in all of the following analyses to best differentiate HH — bbyy
events from those due to background processes. These distributions motivate the

choice of selection cuts used.

In each case the samples are normalised with respect to the correct cross-sections
before they are summed into their respective categories. The following figures in this
chapter show each of these categories then normalised to 1, unless explicitly stated
otherwise. Each of the following variables are shown for the samples; HH — bbyy
(red); bbyy (cyan); reducible backgrounds (pink) consisting of bbj~y, bbjj, ccvyy,
ccjy and jjyy (referred to as Reducibles in figures); single Higgs (blue) which
includes ZH, ttH, bbH and ggH; and finally others backgrounds (green) containing
v Z(— bb), tty and tt. It is useful to plot the bbyy sample separately to the reducible

backgrounds as it will be shown to be the dominant background.

Figure 5.1 shows the number of truth photons with pr > 20GeV per event. Both
reducible and other backgrounds have predominately zero photons per event and so

these backgrounds must be due to other physics objects being wrongly reconstructed
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Figure 5.1: Normalised number of photons per event. Reduci_bles[bl_)j'y, bbjj, ceyy,
ccjvy, 7jv7], Others|yyZ(— bb), tty, tt], SingleH|ZH, ttH, bbH, ggH]
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Figure 5.2: Normalised pr distribution of the leading photon. Reducz;bles[b(;jfy, bbjj,
ey, ccjy, jjvy], OtherslyyZ(— bb), tty, tt], SingleH|[ZH, ttH, bbH, ggH|

as photons. Figures 5.2 and 5.3 show the pr distributions of the leading and sub-
leading photons (respectively) with pr > 20GeV for each event. They also show the
signal photons are most distributed at higher p; values compared to the remaining
categories which is due to the boost from the decaying Higgs bosons. This is also

why the photons in the single Higgs backgrounds have high pr.

Figure 5.4 shows the total number of truth jets from all sources per event with 20
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ccjvy, jjvy], OtherslyyZ(— bb), tty, tt], SingleH[ZH, ttH, bbH, ggH|
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Figure 5.4: Normalised number of total jets per event. Reduci_bles[bl_)jv, bbjj, ceyy,
ccjv, jjvy], OtherslyyZ(— bb), tiy, tt], SingleH[ZH, ttH, bbH, ggH |

< pr < 1500GeV and |n| < 2.5 and Figure 5.5 shows the number of truth b-jets per
event which satisfy the same requirements. Most categories peak between two and
four jets and either one or two b-tagged jets, except for the single Higgs backgrounds
which peak at zero jets in both cases due to the ggH background being dominant
in this group.
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Figure 5.6: Normalised pr distribution of the leading b-tagged jet. Reducz’_bles[bl_)jfy,
bbjj, ceyy, ccjvy, jjvy], Others|yyZ(— bb), ttvy, tt], SingleH[ZH, ttH, bbH, ggH|

Figures 5.6 and 5.7 show the pr distributions of the leading and sub-leading b-tagged
jets (respectively) with pr > 20GeV for each event. As shown for the photon pr
distribution, the signal b-tagged jets are also produced with a high p;.

The AR separation between the leading and sub-leading photon is shown in Figure
5.8 and between the leading and sub-leading b-tagged jet in Figure 5.9. These

two variables show good discrimination between signal and backgrounds thanks to
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a boost from the decaying Higgs bosons. The boost results in a small angular
separation. Figure 5.10 also shows the AR separation between each of the two
photon and each of the two b-tagged jets. Here the discrimination is not as clear,
however the region AR, < 0.4 includes relatively little signal compared to all other

background processes.

The following variable distributions are no longer normalised to 1 but instead by
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the expected cross-sections only. Each category is the sum of the previously plotted

categories which allows for both the distributions to be clearly seen as well as the

potential number of events which could be cut.

Figure 5.11 shows the mass distribution of the two photon system in terms of the

number of expected events with 3000fb~! of integrated data at HL-LHC. Between

120 < M., < 130GeV the distinctive mass peak of the Higgs can clearly be seen



91 CHAPTER 5. HL-LHC H — HH — bbyy ANALYSIS STRATEGIES

as a combination of the signal and a significant contribution from the single Higgs
backgrounds. The very large number of background events in the region M,, <
100GeV shows why M., is one of the best discriminating variables to focus on when
considering any channel containing H — 7. The mass distribution of the two b-
tagged jet system is shown in Figure 5.12, with the signal considerably more spread

about the Higgs mass.
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Figure 5.11: Mass distribution of the two selected photons, after a H — bb candidate
has been selected, in terms of the number of expected events with 3000fb~! of
integrated data. Reducibles[bbjy, bbjj, ceyvy, ccjvy, jivy], Others[yyZ(— bb), ttv,
tt], SingleH[ZH, ttH, bbH, ggH]
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Figure 5.12: Mass distribution of the two selected b-tagged jets, after a H — ~v
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Figure 5.13: pr distribution of the two selected photons in terms of the number
of expected events with 3000f_b_1 of integrated data. Reducibles[bbjy, bbjj, ccyy,
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Figure 5.14: pr distribution of the two selected b-tagged jets in terms of the number
of expected events with 3000f_b_1 of integrated data. Reduci@les[bbj”y, bbjj, ccvyy,
ccjvy, jjvy], Others|yyZ(— bb), tty, tt], SingleH|[ZH, ttH, bbH, ggH]

The pr distributions of the photon and b-tagged jet systems are shown in Figures

5.13 and 5.14 respectively. Both show how a large proportion of the backgrounds

could be removed by applying a cut on high values of pgﬂ/ g



93  CHAPTER 5. HL-LHC H — HH — bbyy ANALYSIS STRATEGIES

Table 5.1: Event selection criteria for HH — bbyy events

Event Selection Criteria

Trigger: > 2 isolated photons, with pr > 25GeV, |n| < 1.37 or 1.52 < |n| < 2.4
> 2 isolated photons, with pr > 30GeV, |n| < 1.37 or 1.52 < |n| < 2.37

> 2 jets identified as b-jets with leading/subleading pr > 40/30GeV, |n| < 2.5
< 6 jets with pr > 30, |n| < 2.5

No isolated leptons with pr > 25, |n| < 2.5

04 < ARy; < 2.0,04 < AR,y < 20,04 < AR jet

122 < m,, < 128GeV, 100 < my; < 150GeV

pr P > 80GeV

5.2 Event Selection Criteria

To select the HH — bbyy events, the following event selection cuts, summarised in
Table 5.1, are applied. These selection cuts were optimised by eye from the figures
of the previous section. Only events accepted by the simulated di-photon trigger,
which requires each photon to have a pp greater than 25GeV within |n| < 2.5, are
considered. In the offline reconstruction, the two photons should have py > 30GeV
and be within the acceptance of the EMCal excluding the region between the barrel
and endcap calorimeter, in which the performance is poor (i.e. select |n| < 1.37 or
1.52 < |n| < 2.37). To ensure the photons are isolated, each photon is required to
be separated by AR,, > 0.4 and by ARj¢t > 0.4 from the jets found in the event.
Furthermore AR, has to be below 2.0 due to the boost of the photons from the
Higgs boson. The two-photon system should fulfil p; >80GeV and have an invariant
mass within 122 < m,, < 128GeV. In addition, events including isolated electrons

and muons with py > 25GeV within |n| < 2.5 are rejected.

Events are required to contain no more than five jets with pr >30GeV and |n| <
2.5. At least two of these jets must be b-tagged within |n| < 2.4. The leading b-jet is
required to have pr > 40GeV and the subleading jet pr has to exceed 30GeV. The
bb system must have py > 80GeV, 100 < my; < 150GeV and is required to fulfil 0.4
< ARy; < 2.0.
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The sources of b-tagged jets and reconstructed photons are shown in Figure 5.15 for

all background samples *.
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Figure 5.15: Source of photons (top) and b-tagged jets (bottom) combining all back-
ground channels. The sources considered are b-jets (b), c-jets (c), jets arising from
light quarks (light) or from pileup jets (puj). Photon fakes can arise from fake jets

and misidentified electrons (el)

® The sources of b-tagged jets and reconstructed photons for the HH — bbyy sample are

shown in Appendix A.3
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5.3 Material Common To All Analysis Modes

Analyses with the Legacy, weights based and Boosted Decision Tree (BDT) methods
are all based on the Upgrade Performance Functions [75] (discussed in Section 2.5.6)
which smear MC samples to mimic the expected detector response. Some functions
use a random seed which applies a predetermined amount of smearing. The initial
seed is a single user set number, with each call of the related function the previous
seed is used to seed the next random number which also has a predetermined amount
of smearing. This is beneficial as different seeds apply different amounts of smearing

and the same seed can be used for reproducibility and testing.

For each MC event, a set of truth objects are available, corresponding to truth jets,
truth photons, etc. These truth objects can be reconstructed as various jet types,

photons, electrons and so on, collectively known as physics objects in this thesis.

The upgrade performance functions are used to determine the probability p;; for a
given truth object ¢; to be reconstructed as a given physics object 7, - p; = fi;(t:),
where f;;() is one of the upgrade performance functions, for a truth object ¢ to be

reconstructed as a physics object j.

The probability p;; = px for a given truth object not to be reconstructed is given
by the product px = II;(1 — p;;), however special note should be taken of the case

where p;; refers to a reconstructed jet.

Two separate functions are used for reconstructed jets; firstly, a function is used to
determine the probability of a given truth object to be reconstructed as a jet®, pje;
and secondly, a separate function is used to determine the probability of that truth
object to be b-tagged py.tqy. The probability for a truth object to be reconstructed
as a b-jet is therefore pyjer = pjetPotag- The probability for a truth object to be
reconstructed as a light-jet is prjet = Djet(l — DPotag). The probability for a truth

object not to be reconstructed as a jet is then py_jet = 1 — pjee. In this way, light jet

# Objects considered to be reconstructed as jets are shown in Figure 5.15 (bottom), i.e. b-jets,
c-jets, jets arising from light quarks or from pileup jets
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and b-jet are by construction mutually exclusive categories.

For each truth object t;, the sum s; = X;p;; must equal 1. This is checked for
each truth object, and where s; # 1 the sum s; is normalised by multiplying the
probabilities p;; by the scale factor 1/s;. In cases where s; = 1 4 € where € # 0, € is

typically found to be very small, consistent with rounding/float-precision errors.

For all the following results a b-tagging efficiency of 70% is adopted.

5.4 Legacy Method

The Legacy method was first applied to HH — bbyy in the study [120] after an
initial study of HH event topologies was undertaken [121].

In this method, each truth object is either reconstructed as one physics object or is
not reconstructed. For each truth object ¢;, the probabilities p;; are computed and
normalised as described above. A random number between 0 and 1 is generated,
and used with the probabilities p;; to determine what physics object r;, the truth
object t; will be considered as. In this way, each MC event results in one final state
being analysed. This is problematic for channels which both give large backgrounds
and where, even though the cuts result in large rejection, the remaining number of
signal candidates is still significant. This limitation can be somewhat reduced by
running on the same events with different random seeds. Where the different seeds
apply different amounts of smearing to each truth object in an event. In this way it
becomes more likely that backgrounds with large rejection will pass the cuts. The
number of events and number of different seeds considered is accounted for in a

luminosity normalisation calculation.
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5.5 A Weighted Cuts Based Approach

For the weights based method the cuts applied to each object are the same as in
the Legacy method however the treatment of physics objects is different. To reduce
the dependence on random numbers and improve the performance of limited MC
statistics the weights based analysis was developed, in this method physics objects
are not kept or discarded based on a comparison to a random number. A weight of
between 0 and 1 is passed to the cut flow instead of the discrete 0 or 1 as in the
Legacy method. This weight is calculated based on the requirements of the cut. For
the trigger cut, two photons are required to pass the pseudorapidity and pr criteria
as shown in Table 5.1, the weight for this cut is first calculated by considering the
efficiencies of every object in each event to be reconstructed as a photon. If one of
the objects does not pass the trigger cut criteria it is given a weight of zero but only
for this particular cut. For example, a truth b-jet may fall in the region 1.37 < || <
1.52 and would carry a weight of zero to be reconstructed as a photon however
its likelihood to be reconstructed as any other kind of physics object is unaffected.
To hasten computation of all combinations only the cases of zero and one photon
reconstructed needs to be considered, Wy and W], W is the probability
that none of the objects in an event are reconstructed as a photon and thus is given
by Wy = [[;(1 — &™) where £wis is the photon efficiency for each object® .

W/ is the probability for only one photon from all the objects in an event to be

reconstructed as a photon and is given by W)™ = 37 &/ [._,(1 — ;). Then

the probability for an event to have two or more reconstructed photons is given
by Wi =1 — (W, + W,""). The above is also applied, with the respective
efficiencies, for the tighter photon, two jet and two b-jet cuts. For the less than six jet
cut, the probability of zero to five reconstructed jets is calculated and summed, i.e.
W2 = S0 W/ where, for example, W] = D it 5{6t5§6tsft€{€t [l jrs (1 —
glet). For the lepton veto the only case which needs to be considered is of zero

electrons reconstructed, which is identical in method to how W, was calculated

*Note that €7t 2 £722 as an object that does not pass the greater than two photon cut can
pass the trigger cut. Thus it is possible to have €779 > (0 and €722 =0
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above but with g¥s = glve®°  For each cut the weight of each previous cut is
multiplied to give the final value applied to the cut flow, so the value applied to

R total _ Y1/ Ytrig i/ Y22 A/ det et visietyslveto
lepton veto cut flow is given by W = Wy Wy T Wa Wy T W Wvere,

For the cuts on AR, m.,., my; and Hpr it becomes necessary to define two photons
and two b-tagged jets. Every combination of making these four objects is considered,
ensuring an object is not reconstructed more than once per combination. A weight
is calculated for each combination from the product of the four respective object
efficiencies. The combination of the four objects which produce the highest weight
are used in the subsequent cuts. The AR, m.,, my; and Hpr of this four object
system is calculated and then passed through the same cuts as described in the
Legacy method above. However, the W% is summed to the cut flow rather than

unity.

Therefore in this method, cut flows up to the lepton veto cut are always passed with
a value greater than zero, however small. After this cut the cut flows are passed as

either 0 or the Wt for that event.

5.6 Boosted Decision Tree

A Boosted Decision Tree (BDT) was developed after the success of the weights based
approach [119] because it became necessary to develop the analysis to enable the
optimisation of many parameters simultaneously to focus on the topology of the
HH — bbyy events. To that end, a Boosted Decision Tree approach was adopted,

which will be described in detail in this section.

The first step to a decision tree is to find the variable and associated cut value which
best separates signal (s) and background (b) events. This is found by minimising
an impurity function, which for this analysis is the Gini Index [122], G, defined in
Equation 5.1:
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2sb

=1-Y . =2p(1—p)= ——
G =s,bD; p( p) (8 + b)2

(5.1)
Where p is the signal purity resulting from a cut. This function peaks at 0.5 which
indicates a cut equally separating signal and background and which would be no
better than guessing. The function is minimised at both high and low values of p,
making it equally beneficial to identify cuts which result in a high signal purity as
well as in a high background purity. The Gini Index is calculated for each variable
at many different cut values, both for events which pass the cut and also for events
which do not pass the cut. A weighted average of these two Gini indices is then
calculated. The combination of variable and cut that minimises the weighted G is
selected as the first cut in the decision tree. The two sets of events, those that pass
the cut and those that do not, then repeat the first step independently, to again
separate signal and background events. This splitting process continues until one
of the following conditions has been met; the user-specified maximum number of
repeats has been reached (depth); a cut results in pure signal or pure background
events remaining; a cut leaves a number of events less than the user-specified min-
imum number of events, often a percentage of the total sample; or a cut results
in a worse Gini Index than the previous cut. Sub-samples of events which do not
have subsequent cuts are called leaves. As this method is unlike the previous cuts
based analyses where the events which do not pass a particular cut are discarded, a

considerably improved signal selection is possible.

The above only describes how a single decision tree is trained, a BDT uses these
techniques but many times creating many trees, up to thousands. A user specified
number of individual decision trees are trained sequentially, with a boosting process
in between each training. Boosting consists of adjusting the weights of individual
events according to whether the previously trained tree classified them correctly.
The boosting algorithm used for this analysis is the AdaBoost [123] described in
detail below.

In the first trained tree all events, i, are given the same weight w; = %, where N
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is the total number of events. Each event is then passed through the tree, however
if a background event ends in a leaf that is signal dominated (or vice versa) then
that event has been incorrectly classified. A function, I;, is defined as 1 if an event
has been incorrectly classified and 0 otherwise. The error rate for a particular tree

is then defined as:

B, =X (5.2)

1. [1-E,
oz:§1n( E ) (5.3)

The initial event weights are then boosted as follows:

w; Doost w;e®ti (5.4)

The updated weights are then renormalised such that >;w; =1. Each event weight
is then cumulatively summed such that each event falls in a bin between 0 and 1 of
width w;. A random number between 0 and 1 is then generated and whichever event
falls in the equivalent bin is selected for the next training tree. Therefore events
from the previous tree which were misidentified have a higher chance to be selected
to be trained again. The same event can be selected more than once to appear in
the next sample, making it more likely to be correctly classified during the next
training tree. This is repeated until the new sample size is the same as the initial
number of events for the initial tree, N. A second decision tree is then trained on
the new sample following all the same steps outlined above. This is repeated until a
user-specified number of trees, m, is reached. Every event is then given a score, S;,
called the BDT response, based on how well each tree classifies it, which is defined

as:
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Y Olm

S; = (5.5)
where (p;), is the purity of the leaf, from tree m, that each event i falls into. A
frequency plot of the BDT response is then produced noting if each event is signal
or background. An optimum cut value on the BDT response is then calculated by
taking the significance at each point. In this way, the BDT combines many cut
variables, all with various correlations, into a single variable with greatly improved

signal selection compared to the previously described cut based analyses.

For this analysis, the events are initially passed though the weights based approach
as described in Section 5.5 up to the lepton veto. Therefore each event has a Wil
associated. As a BDT is considerably more CPU intensive than previous methods
it is not feasible to train using the total number of events. Therefore a manually
selected threshold for each signal and background sample on W' is applied. It
was found that it is possible to reduce the number of final states by 90% with only
a 0.06% reduction in the integral of final-state weights. Additionally only the signal
and background events satisfying 120 < m., < 130GeV were used for the training,
subsequently m,., was not used as a training variable. All the remaining events are
then equally and randomly separated into two sets, with one set used to train the
BDT as described above and the other half used to test the BDT. The events in the
test sample are passed through the trained BDT and the final BDT response is given
by S; - Wietel. The BDT response distribution for the test sample is then used to
find the optimal cut. Splitting the sample considerably reduces the potential for
overtraining, which can occur when a decision tree trains on a particular aspect of
the data set which is not a true representation. All the BDTs in this thesis use the

TMVA package [122] to perform a multivariate analysis.

Due to the increasingly complex environments in high energy physics experiments
BDTs have become ubiquitous in physics analyses in recent years. The mv2cl0 b-
tagging algorithm [124] for example is derived from a BDT. The findings of [26]

were based on an overtrained version of the mv2c10 b-tagging algorithm making the
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Table 5.2: Summary of kinematic variables used when training the boosted decision
tree

Variable Description

ARy, Separation between Higgs candidates

DTbbyy pr of Di-Higgs candidate

ARy Separation between b-jets

Drvi pr of bb Higgs candidate

Mg Invariant mass of bb Higgs candidate

AR, Separation between photons

DTy pr of vy Higgs candidate

Ny n of vy Higgs candidate

DTb1 pr of leading b-jet

DTb2 pr of sub-leading b-jet

DTy1 pr of leading photon

P2 pr of subleading photon

cos(60)p Opening angle in bb frame

cos(6*) Opening angle in vy frame

cos(6*) w)(vy) | Opening angle in bby~y frame

HTy Scalar sum of py for all jets (before selections) with pr > 30GeV
HTceniral Scalar sum of pr for all jets (before selections) with |n| < 2.37
M HTs \/2_ P2+ > p2 of all final state objects with pr > 30GeV
massAllJets | Invariant mass of all jets in final state combination

n; Number of jets with pr > 20GeV and |n| < 4.9

Ty Number of b-jets with pr > 20GeV and |n| < 4.9

results biased, this was described in detail in Section 2.5.6. Also, two aspects of the
pre-selection of events for this study were optimised with respect to the previously
detailed cuts of Table 5.1. Firstly, a pr requirement for the leading photon was
introduced, pr,; > 43GeV (previously 30GeV). Secondly, both leading and sub-
leading b-tagged jets were subject to the same pr cut, pr, > 35GeV (previously
40/30GeV leading/subleading). The BDT used for this study was trained using new
variables, summarised in Table 5.2, which were not considered in the previous meth-
ods. The importance rankings of these variables is shown in Figure 5.16. A BDT was
also trained using only variables from previous methods to show the improvement
possible from just the more advanced technique alone and is presented in Chapter

6.
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Figure 5.16: Ranking of kinematic variables used when training the boosted decision
tree. Normalised such that the sum of all variable rankings equals 1. Section A.8
Figure A.27 shows the signal and background correlation matrices for these variables.
It can be seen that, although some of the variables are correlated, each one has a
sufficient contribution to signal/background discrimination to be kept

Chapter 6 shows results based on these three analysis methods, numerically showing
the improvement each method provides for the prospects for observing the HH —

bbyy channel at the HL-LHC.



CHAPTER 6

RESULTS

@his chapter details the results from the three analysis methods discussed in Chap-

ter 5. It is made clear which method was implemented to produce each result.

6.1 Legacy Method and A Weighted Cuts Based Approach

The results of [97], summarised below, were the first to be published on the prospects
of measuring H — HH — bbyy at the HL-LHC. The Legacy method was imple-
mented for all background and signal samples with the exception of the bbjj sample.
The bbjj sample used a weighted approach as it would have required too many iter-
ations with the Legacy method due to the large rejection rates. Since these results
have been published there have been improved signal estimates leading to refined
theoretical predictions for cross sections. These refined cross sections have been ap-

plied to the previously published results, as summarised in Table 6.1 for comparison

104
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to later results. The events are split into two categories depending on the photon
pseudorapidites, if both photons are located in the barrel region of the EMCal (|n| <
1.37) then the event is flagged as Barrel-barrel, otherwise it is labelled as Other.
The significance is then calculated independently for the two regions before they are
combined to increase overall performance. All results are normalised to 3000fb~*
and are shown with statistical uncertainty. The statistical uncertainty is calculated
from the spread on the final number of expected events produced by multiple seeds
applied to the smearing functions (see Section 5.3)*. Every case of 0.004:0.00 ex-
pected events is the result of rounding to two decimal places and is not exactly
zero. There are many variations and enhancements considered each with their own
results, therefore a box diagram summarising each step is shown in Appendix A.5

to aid the reader.

As shown in Table 6.1 the effect of the more realistic sample estimates reduces
the overall significance from 1.05+0.02 to 1.00£0.01. All of the following expected
events are calculated using the Updated cross-sections shown in the last column of

Table 6.1.

Since the results of [97] there has been a large collective effort put into the UPFs
to improve the performance and realism of the simulated detector responses. Most
notably (for this channel) was the development of the mv2c10 b-tagging algorithm
which used multivariate techniques to capture the signature of jets originating from
b quarks. This tagging algorithm has been previously discussed in detail in Section
2.5.6. A version of the mv2c10 algorithm was applied to this analysis and results
show an increase in significance to 1.29£0.02 [119]. Table 6.2 shows the improvement
achieved by adopting the mv2c10 tagging algorithm and the weights based method
described in Section 5.5, these result in an increase in significance from the initial

1.00£0.01 to 1.40£0.04.

The weights based method was initially optimised by focusing on the pr cuts applied
to the two photon and two b-tagged jet systems fixed at p}w Y% - 80CeV. This

® This method gives a slightly larger uncertainty than the uncertainty from limited MC statis-
tics as shown in Appendix A.4. The later is therefore not shown for the following results
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Table 6.2: Expected number of signal and background events acquired using
a weights based method (see text). All bkgs[sum total of all backgrounds],
SingleH[ZH, ttH, bbH, ggH|, Reducibles[bby~y, bbjy, bbjj, ceyy, ccjv, jivyl,
Others[yyZ(— bb), ttv, ti]

PUB note Updated functions

Improved sample estimates Weighted approach

Barrel-barrel Other Barrel-barrel Other
HH — bbyy | 6.9840.02 2.13£0.02 8.27+0.25 2.41+0.14
bbyy 12.57+0.41 9.53+0.51 11.41+£0.27 | 9.1240.25
bbjy 11.81£0.8 10.82+0.8 13.99+0.97 | 10.2740.55
bbjj 3.35+0.71 2.08+0.33 2.82+0.44 3.40+0.53
ceyy 5.87+0.32 2.85+0.35 0.35+0.02 0.19+0.02
cCjy 2.48+0.7 0.7+0.4 0.29+0.03 0.25+0.02
137 2.21+0.5 1.8540.32 0.21£0.03 0.21£0.3
ZH(— ) 3.42+0.17 1.5640.06 1.624+0.11 0.77+0.05
ttH(— vv) 5.89+0.13 1.9840.08 4.2840.21 1.384+0.09
bbH (— v7) 0.11£0.01 0.04+0.01 0.11+0.01 0.04=+0.00
g9H(— v7v) 1.6440.24 0.65+0.16 1.6440.10 0.59+0.06
Z(— bb)yy 1.2140.1 0.85+0.1 0.63£0.05 0.50£0.06
tty 3.80+0.34 1.36+0.14 1.774+0.86 0.24+0.07
tt 0.8040.28 1.6040.40 0.12+0.03 0.19+0.04
Totals
All bkgs 55.2+1.6 35.9+1.3 39.2+1.4 27.1£0.8
Single H 11.14+0.3 4.240.2 7.740.3 2.840.1
Reducibles 38.3£1.5 27.8+1.2 29.1£1.1 23.4+0.8
Other 5.840.5 3.840.4 2.54+0.9 0.940.1
S/\/E 0.94+0.01 0.36+£0.01 1.324+0.05 0.46+0.03
Combined 1.00+0.01 1.40+0.04
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Expected significance (top) and error (bottom) acquired using a weights
based method for an increase in py cuts applied to both the two photon and two
b-tagged jet systems. The functions used for these results are based on an overly
optimistic material budget

cut was then increased incrementally by 10GeV on both systems in turn up to

a maximum of 250GeV, above which the majority of the signal sample was cut

(as shown in Figures 5.13 and 5.14). Figure 6.1 shows the significance (top) and

associated error (bottom) for each of these 10GeV steps, a clear improvement is seen
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Table 6.3: Expected number of signal and background events acquired using a
weights based method and increasing the pr cuts applied to both the two pho-
ton and two b-tagged jet systems. Shown is the case for p’ > 180GeV and p >
170GeV. All bkgs[sum total of all backgrounds|, SingleH[ZH, ttH, bbH, ggH],
Reducibles[bbyy, bbjvy, bbjj, ceyy, céjvy, jjvy], Others[yyZ(— bb), tty, ti]

Weighted approach prl > 180GeV, pit > 170GeV

Barrel-barrel Other Barrel-barrel Other
HH — bbyy | 8.274+0.25 2.414+0.14 4.2040.08 1.03+0.04
bby~y 11.41+0.27 | 9.12+0.25 2.51+0.20 1.94+0.09
bbj~y 13.9940.97 | 10.2740.55 1.53+0.36 0.83+0.22
bbjj 2.8240.44 3.40+0.53 0.07+0.07 0.0040.00
cecyy 0.35+0.02 0.1940.02 0.03+0.00 0.03+0.00
cCjy 0.2940.03 0.254+0.02 0.0240.01 0.03+0.01
717777 0.214+0.03 0.214+0.03 0.0240.01 0.01+0.01
ZH(— vv) 1.62+0.11 0.771+0.05 0.75+0.05 0.35+0.03
ttH(— v7v) 4.28+0.21 1.3840.09 0.944+0.03 0.184+0.01
bbH (— ) 0.11+£0.01 0.0440.00 0.0240.00 0.0040.00
ggH (— v7v) 1.64+0.10 0.59+0.06 0.77+0.07 0.274+0.04
Z(— bb)yy 0.631+0.05 0.5010.06 0.20+0.03 0.19+0.02
tty 1.77£0.86 0.2440.07 0.01%0.00 0.01+0.00
tt 0.12+0.03 0.1940.04 0.02+0.02 0.00+0.00
Totals
All bkgs 39.2+1.4 27.14+0.8 6.940.4 3.840.2
Single H 7.74+0.3 2.840.1 2.54+0.1 0.840.1
Reducibles 29.1+1.1 23.4+0.8 4.2+0.4 2.9+0.2
Other 2.5+0.9 0.9£0.1 0.2+0.0 0.240.0
S/\/E 1.32£0.05 0.461+0.03 1.60+0.06 0.52+0.03
Combined 1.40+0.04 1.68+0.04

by increasing the cut on p)’ peaking around 180GeV. A smaller improvement can

also be seen by increasing the cut on p%, combining both cuts results in an increase

in significance from 1.4020.04, with the original cut pp/ b

of 1.6840.04 with cuts of p)’ > 180GeV and p%¥ > 170GeV. Table 6.3 shows the

number of expected events for each sample with these increased p}A’/ bb

> 80GeV, to a maximum

cuts. Using
these increased cuts results in a decrease in HH — bbyy events kept by 51% but
also reduces the total number of expected background events selected by 84% which

results in an increase in significance of 20%.

However, the results of Figure 6.1 (and Table 6.3) are based on a version of the
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Table 6.4: Expected number of signal and background events acquired using a
weights based method with pgf’/ 7" > 80GeV comparing the performance before
(Previous Layout) and after (Layout 3.0). All bkgs[sum total of all backgrounds],
SingleH[ZH, ttH, bbH, ggH|, Reducibles[bbyy, bbjy, bbjj, ccyy, iy, jivyl,
Others[yyZ(— bb), tty, ti]

Previous Layout Layout 3.0

Barrel-barrel Other Barrel-barrel Other
HH — bbyy | 8.2740.25 2.414+0.14 8.1840.25 2.414+0.14
bbyy 11.4140.27 | 9.1240.25 11.4740.29 | 9.1640.24
bbjy 13.9940.97 | 10.2740.55 | 14.42+1.12 | 10.10+0.54
bbjj 2.82+0.44 3.40+0.53 1.9240.35 3.04+0.60
ceyy 0.35+0.02 0.19+0.02 0.8540.05 0.4340.04
ccjy 0.29+0.03 0.25+0.02 0.8240.06 0.514+0.06
177 0.21+0.03 0.21+0.03 0.8140.07 0.684+0.03
ZH(— vy) 1.62+0.11 0.77+0.05 1.63£0.11 0.7940.05
ttH(— vv) 4.2840.21 1.38+0.09 4.43+0.21 1.45+0.10
bbH (— v7) 0.114+0.01 0.04+0.00 0.1140.01 0.0440.01
g9H(— vv) 1.64+0.10 0.59+0.06 1.80+0.10 0.6440.07
Z(— bb)yy 0.63£0.05 0.50+0.06 0.6440.05 0.50%0.06
tty 1.77+0.86 0.24+0.07 2.1240.84 0.2640.07
tt 0.12+0.03 0.1940.04 0.1240.03 0.2040.04
Totals
All bkgs 39.2+1.4 27.140.8 41.1£1.5 27.840.9
Single H 7.7+0.3 2.840.1 8.0+0.3 2.940.1
Reducibles 29.1+1.1 23.440.8 30.3+1.2 23.940.9
Other 2.5+0.9 0.9+0.1 2.9+0.8 1.040.1
S/\/§ 1.32+0.05 0.46+0.03 1.28+0.05 0.461+0.03
Combined 1.404+0.04 1.35+0.03

mv2cl0 algorithm which showed evidence of overtraining, it was also derived from a
simulated detector with an optimistic material budget, discussed in detail in Section
2.5.6. These two factors both result in an overestimate of the b-tagging performance.
The mv2c10 algorithm has since been thoroughly tested for overtraining and devel-
oped using Layout 3.0 of the detector which has a significantly more realistic material
budget. Table 6.4 shows how the change to the updated mv2c10 algorithm affects
the number of expected events and resulting significances for p?/ 77 > 80GeV, this
will be used as the new reference value of significance. Figure 6.2 and Table 6.5

show the effects of this change with the pg{)/ "7 cuts optimised.
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Table 6.5: Expected number of signal and background events acquired using a
weights based method comparing the performance before (Previous Layout) and
after (Layout 3.0). The more realistic material budget is accounted for and increas-
ing the pr cuts applied to both the two photon and two b-tagged jet systems. Shown
is the case for pj > 180GeV and p¥ > 170GeV. All bkgs[sum total of all back-
grounds|, SingleH[ZH, ttH, bbH, ggH), Reducibles[bbyy, bbjvy, bbjj, ceyy, ccjv,
3377], Others[yyZ(— bb), tty, tt]

Previous Layout Layout 3.0

Barrel-barrel Other Barrel-barrel Other
HH — bbyy | 4.20+0.08 1.034+0.04 | 4.16+0.08 1.0240.04
bby~y 2.51+0.20 1.9440.09 | 2.57+0.19 1.9440.09
bbjy 1.534+0.36 | 0.8340.22 1.5040.39 1.0740.20
bbjj 0.07£0.07 | 0.00£0.00 | 0.074£0.07 | 0.01£0.01
ey 0.03£0.00 | 0.03£0.00 | 0.074£0.01 | 0.08=+0.01
cCjy 0.02+0.01 0.03£0.01 | 0.08+0.02 | 0.0140.01
33y 0.02+0.01 0.01£0.01 | 0.10+0.01 | 0.0640.01
ZH(— v7) 0.75+0.05 | 0.35+0.03 | 0.754+0.05 | 0.3540.03
ttH(— v7v) 0.94+0.03 | 0.18+0.01 | 0.9940.03 | 0.19+0.01
bbH (— ) 0.02+0.00 | 0.00+£0.00 | 0.0240.00 | 0.00+£0.00
ggH (= ~v7) 0.77£0.07 | 0.27£0.04 | 0.834+0.07 | 0.29+0.04
Z(— bb)yy 0.20£0.03 | 0.19+0.02 | 0.2040.03 | 0.18+0.02
tty 0.01£0.00 | 0.01£0.00 | 0.014£0.00 | 0.01£0.01
tt 0.02+0.02 | 0.00+0.00 | 0.0240.02 | 0.01+£0.00
Totals
All bkgs 6.940.4 3.84+0.2 7.24+0.5 4.24+0.2
Single H 2.54+0.1 0.8+0.1 2.64+0.1 0.840.1
Reducibles 4.2+0.4 2.9+0.2 4.440.4 3.240.2
Other 0.240.0 0.24+0.0 0.24+0.0 0.240.0
S/\/F 1.60+£0.06 | 0.52+0.03 1.55+0.06 | 0.50+0.03
Combined 1.68+0.04 1.63+£0.04
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Figure 6.2: Expected significance (top) and error (bottom) acquired using a weights
based method for an increase in py cuts applied to both the two photon and two b-
tagged jet systems. The functions used for these results are based on a more realistic
material budget

There is a small decrease to the central significance value, due to a slightly re-
duced simulated performance in the barrel region, however the results are unchanged
within errors. The following results investigate several potential improvements after

adopting the updated (and more realistic) mv2c10 algorithm. Initially increasing
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the n range of accepted jets to 4.0 (previously 2.5) to maximise the ITk’s potential
b-tagging range. Figure 6.3 shows the two dimensional 7 distribution of the two
selected b-jets for HH — bbyy events (left) and for all backgrounds (right) * at
various stages of the cut flow described in Table 5.1. The signal is shown to be pre-
dominately in the central region with small n differences between b; and by, whereas,
after all cuts have been applied, the backgrounds are evenly distributed throughout
the detector. The AR cut is 7 dependant, as shown in Equation 2.2, and it can be
shown that with a cut of AR < 2.0, any two objects separated by more than two
units of n are removed. This focuses on the signal that produces the b jets close in n
due to the boost from the decaying Higgs. Increasing the n range of accepted jets to
4.0 is not expected to greatly improve the significance as the signal is concentrated
in the region |n| < 2.5. This is due to the relatively large amount of energy required
to create a H — HH event which results in the two Higgs bosons being produced

at small |n| values.

/7 optimisation so that

Many of the following results are initially shown before pg?
the effects of different strategies and exploiting different detector capabilities can be
clearly seen. Table 6.6 shows that the effect of increasing the range of accepted jets to
In| < 4.0 has a negligible effect on the total significance. Samples bbyy, céy7y, 1577,
ZH(— ~vv), bbH(— vv), ggH(— ~v) and Z(— bb)yy show an increased number
of events as expected however samples HH — bbyy, bbjy, bbjj, ccjy, ttH(— ~7),
tty and tt show a decrease. This decrease can be explained by examining the cut
on the number of total jets per event in more detail. Figure 6.4 shows how the
distributions of the number of truth jets per event for each background category
(bbyy included in Reducibles) before and after (those marked -4.0) the n range is
increased. In each case it can be seen that the distribution of the number of jets per
event is shifted to higher values as expected. A closer investigation into individual
backgrounds is shown in Figure 6.5, here it can be seen that for backgrounds with a

small number of jets per event, jjv7v for example, increasing the n range results in

more events with a number of jets between 2 < nj¢s < 6 which results in more final

® The two dimensional 7 distribution of the two selected photons and two selected b-tagged
jets for each individual background is shown in Appendix 2 before any cuts are applied
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Figure 6.3: n distribution of the two b-tagged jets using a weighted analysis before
cuts (top), after the AR cut (middle) and after all cuts (bottom). Both signal (left)
and the sum of all background samples (right) are shown

events. The converse is true for backgrounds with a large number of jets per event,
tt for example, where the additional region of accepted jets results in more events
with nes > 5 which are then cut. The HH — bbyy events are subject to these two
effects in approximately equally amounts, which results in only a small decrease in

final events with an increased |n| range.

Table 6.6 shows that to fully exploit the total b-tagging capabilities of the 1Tk up to
In| < 4.0 the cut of 2 < njes < 6 is no longer optimal. Two alternatives to this cut
were considered, firstly the limit on the total number of jets was removed entirely.
Secondly, the total number of jets cut of 2 < nj; < 6 was only applied to jets within
the central || < 2.5 region and jets in the region 2.5 < |n| < 4.0 were considered

for reconstruction but not counted in n,.s. The three variations of the nje, cut are
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Table 6.6: Expected number of signal and background events acquired using a
weights based method, comparing the performance if the accepted 7 range for jets
is increased from 2.5 to 4.0 for p‘;f’/”’* > 80GeV. Here jet n < 2.5 is the same as
Layout3.0 in Table 6.4. All bkgs[sum total of all backgrounds|, Single H[ZH, ttH,
bbH, ggH|, Reducibles[bbyy, bbj~y, bbjj, ceyy, ccjy, jivy], Others[yyZ(— bb), ttvy,

tt]

jet n < 2.5 jet n < 4.0

Barrel-barrel Other Barrel-barrel Other
HH — bbyy | 8.1840.25 2.41+0.14 7.65+0.24 | 2.39+0.14
bby~y 11.474+0.29 | 9.16+0.24 11.2440.32 | 9.4240.25
bbjy 14.424+1.12 | 10.10+0.54 | 11.87+1.36 | 9.19+0.42
bbjj 1.92+0.35 3.04+0.60 1.30+£0.45 | 2.06+0.73
ceyy 0.8540.05 0.4340.04 0.87£0.04 | 0.514+0.04
cCcjy 0.8240.06 0.511+0.06 0.68+0.07 | 0.4740.03
71777 0.814+0.07 0.684+0.03 0.844+0.06 | 0.7240.05
ZH(— vv) 1.63+0.11 0.79+0.05 1.62+0.10 | 0.87+0.06
ttH(— v7v) 4.4340.21 1.4540.10 3.51£0.16 1.1740.08
bbH (— ) 0.1140.01 0.04=+0.01 0.11£0.01 | 0.05+0.01
g9H (— v7v) 1.80+0.10 0.6440.07 1.77£0.08 | 0.71£0.08
Z(— bb)yy 0.64+0.05 0.50%0.06 0.63+0.04 | 0.5340.05
tty 2.12+0.84 0.26£0.07 2.024+0.84 | 0.2240.07
tt 0.12+0.03 0.20£0.04 0.10+0.03 | 0.184+0.04
Totals
All bkgs 41.1£1.5 27.840.9 36.6+£1.7 26.140.9
Single H 8.0+0.3 2.940.1 7.0+0.2 2.840.1
Reducibles 30.3+1.2 24.0+0.9 26.8+1.5 22.4+0.9
Other 2.940.8 1.0+0.1 2.84+0.8 0.940.1
S/\/E 1.28=+0.05 0.461+0.03 1.26£0.05 | 0.47+0.03
Combined 1.35+0.03 1.35+0.04
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Figure 6.4: Expected number of events for signal and collective background samples
showing how the distribution of the number of jets per event is affected by increasing
the accepted n range of all jets from 2.5 to 4.0
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Figure 6.5: Normalised number of events for selected samples showing how the
distribution of the number of jets per event is affected by increasing the accepted n
range of all jets from 2.5 to 4.0. Each central bin value has been connected for each
distribution to better show this affect

compared in Table 6.7 where 6jcut represents the 2 < njes < 6 cut. Where the limit
On Njets is removed (6jcutOF' F') there is a large increase in the final number of signal
events however there is also a significant increase in background events resulting in

decreased overall performance. If the 6j cut is applied to the central |n| < 2.5 region
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only (652.5) there is a small increase in the central significance value, however there
is no significant difference within errors. The small increase is because the signal
integrity is maintained in this region and the additional n range gives a sizeable

contribution to the signal relative to the backgrounds.

As shown with previous results it is also possible to increase performance by increas-

/ /77 cuts when

ing the pgf_’ "7 cut. Figure 6.6 shows the 2D significance for different pgf_’
the 7 range of accepted jets is increased to 4.0 and the 2 < nj., < 6 cut is applied
to all jets, it also shows that a performance gain from 1.354+0.03 to 1.6040.04 is
possible by applying the cuts pi > 170GeV and p}? > 180GeV. Figure 6.7 shows
the same distribution but with no limit applied to the number of jets per event.
The increase in background events is significantly larger than the increase in signal
events, resulting in a decreased performance compared to the results of Figure 6.6,
a maximum of only 1.53+0.03 is achievable. However, as shown in Figure 6.8, if
the requirement on the number of jets is limited to the central n < 2.5 region only,
then a significance of 1.67+0.04 is achieved by applying the cuts pi_’,g’ > 170GeV and
pr’ > 180GeV. As this final variant on the nje,s cut gives the greatest performance

it is implemented in all further studies whenever the full n < 4.0 range of accepted

jets is considered.

To optimise the background rejection®, a two dimensional Gaussian curve can be
applied to the n distributions of the two b-tagged jets which is described by the

following:

(z —E)2 (y —?)2 - 2p(x —7) (y—79) 2 = 1 (6.1)

2 52 2 ;2
nioz n,o, Ny Ty Ny 0y

where T and 7 are the means and o, and o, are the standard deviations of the  and
y data sets respectively, n, and n, are factors applied post-fit which can be varied

to adjust the shape of the 2D Gaussian and p is the correlation coefficient between

# Note that many of the background samples are only LO in QCD and there are a limited
number of events with high pg?/ 77 therefore small changes in background estimates could change

significance values



LEGACY METHOD AND A WEIGHTED CUTS BASED APPROACH 118

6.1.

$0'0F8E'T €0°'0F92'1T €0°0FSE'T pourquio))
CO0FLFO | SO0F6ZT | €00FSHO | FOOFSTT | €O0FLY 0| SO0FITT anr/s
T'0F0'T 6'0F6C 1'0F¢ T v IFL 9 T'0F6°0 8'0FSC Y0
0TFT'92 9IFIIE CTF9Ee 9 TF0 0% 6 0F¥' 20 G TFR 9T So[qIonpaYy
zO0FEe ¢0FEe8 COFFS ¢ 0F0 9T T'0FSC Z0F0L H o[suIg
'TFF0¢ 6 1TV Ty CTFLOV CTFLT9 6'0F1°9C LT1F99¢ s8Yq 11V
s[ejaf,
G0'0F02°0 | €0°0FCI0 | POOFSZ0 | SOOFIZO0 | POOFST0 | €0°0FOT°0 n”
LO0FLZ0 | ¥S0F0TC | SO0FFE0 | L&TFCLS | L00F¢C 0| ¥80F20C Ly
90°0FSS0 | FOOFILO | 90°0FLE0 | FOOFISO | SOOFESO | F0O0FEY0 L <)z
LOOFLLO | OTOFS6'T | L00FSL0 | OT0FETT | 8O0FILO| S00FLLT | (M <)gbb
T0°0FS00 | T00FZI0 | T00FS00 | TOOFSCI'0 | T00FS00| TOOFITO (ML ) H9q
IT0F09T | 120FeSH | STO0FFOE | 6V 0F66 1T | SOOFLIT | 9T°0FICE (M —)Hn
LO0F060 | TT0OFSOT | L00FI60 | TTOFFLT | 90°0FL80 | OT°0FCOT (M —)HZ
GO'0FLL0 | LO0FS60 | LOOF680 | 600FETT | SO0FEL0| 900FFR0 AALL
90°0F19°0 | S00F080 | 60°0FSL0 | 600F60T | CO0FLYO | L00OFS90 Ll
7O'0FSS0 | SOO0FIOT | SO°0F090 | 900F0LT | FOOFICO | FO0FLSO Lo
98°0F6FC | 9V 0FCOT | 90°TFSRE | TS OFEST | €L40F90¢C | SHOFOLT llgq
CSOFOSTT | PSTIFCHFT | 00CFC6ST | SFIF080Z | ¢V OF616 | 9 TFL 1T LLqq
CTOTFFE 0T | €80F0eTl | 92 0FPCTT | LCOFPSET | CT0FCH6 | ¢ 0Fve 11 Lhqq
CI'0FI9C | 9Z0FCHS | LI'0FSCRT | 620F9¢6 | #PT0F6EC | ¥ OFCYL | Mg <— HH
M@Q@O ngﬁﬂmﬂéwmmﬁmm M@ﬂpo Mwmmdﬁuﬁwmmdm H@QPO Mwhmdﬁuﬁwmmdm
¢zl A101m0(9 NOol9

(17 k97 (99 <) Z A suoynO IALE L0 *Adoo *Llqq *Llqq ‘LAqqsapquonpayr ‘[HO6 *Fqq ‘H# *HZ|H?16urg ‘[spunoisipeq
[1e Jo [e303 wns|sbyq 17y "9°9 S[qR, Ul ()'F > L 32[ se aures o) ST \J(OINILQ SIDYAN "APDH(R < ?\mm& 103 MO 90l 9 oY) Jo suorjeIUSW
-orduut juazeyrp Surreduwrod poyjow paseq sjySrom e Sursn parmboe sjuesd punoidyoeq pue (eusis Jo Ioquinu pajoadxiy :L'9 9[qR],




119 CHAPTER 6. RESULTS

250
240
230
220
210
200
190
180
170
160
150
140
130
120
110
100

90

80

p;" [GeV]

0.07

0.05
0.05
0.05
0.05
0.05
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.03
0.03

0.03
80

0.07

0.06
0.05
0.05
0.05
0.05
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.03
0.03
90

0.07

0.07

0.07

0.06 006 0.06

0.06
0.05
0.05
0.05
0.05
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.03
100

0.06
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.04
0.04
0.04
0.04
0.04
0.04

110 120

0.06
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.04
0.04
0.04
0.04
0.04
0.04

130 140 150 160 170 180 190 200 210 220 0 240 250
P [GeV]

Figure 6.6: Expected significance (top) and error (bottom) acquired using a weights
based method for an increase in py cuts applied to both the two photon and two
b-tagged jet systems. Also with an increased accepted jet n from 2.5 to 4.0

the two data sets. Once the fit to the signal events is complete and the parameters

found, n, and n, are scanned over and events resulting in Equation 6.1 returning <1

are cut. The same equation and parameters are applied to the background events

and then an optimum set of parameters can be found which gives the greatest S/ VB.

It was found that the 2D fit gives the greatest performance when only applied to
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Figure 6.7: Expected significance (top) and error (bottom) acquired using a weights
based method for an increase in pr cuts applied to both the two photon and two
b-tagged jet systems. Also with an increased accepted jet n from 2.5 to 4.0 and with
no cuts applied to the maximum number of jets per event

the events that have both photons in the barrel region (those marked barrel-barrel)

and when the events marked Other are not subject to further cuts. Figure 6.9

/7

shows the results of this technique applied to increasing cuts on pS? 7. which gives a

maximum significance of 1.83+0.08. Table 6.8 shows the expected number of signal



121 CHAPTER 6. RESULTS

80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 %ﬂ(fGZS\(}]
P, €

250
240
230
220
210
200
190
180
170
160
150
140
130
120
110
100

90

80

I’ [GeV]

80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 24&[559/]
p;" [Ge

Figure 6.8: Expected significance (top) and error (bottom) acquired using a weights
based method for an increase in py cuts applied to both the two photon and two
b-tagged jet systems. Also with an increased accepted jet n from 2.5 to 4.0 but with
less than six jets in the central |n| < 2.5 region only

/

and background events which can result from the best performing pg? 77 cuts when

the 652.5 cut is applied (left) and also when the 2D Gaussian cuts are included

(right). The increase in the number of events in some of the samples is due to the

/

best performing p? 77 cuts being different for the two scenarios shown.
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Figure 6.9: Expected significance acquired using a weights based method for an
increase in pr cuts applied to both the two photon and two b-tagged jet systems and
with an increased accepted jet n from 2.5 to 4.0 but also with less than six jets in the
central |n| < 2.5 region. Additional cuts are also applied based on a 2D Gaussian
fit to the n distributions of the two b-tagged jets

6.2 Studies including the High Granularity Timing Detector

By increasing the 7 range of accepted jets to 4.0 the effects of the High Granularity
Timing Detector (HGTD) can also be considered. The latest version of the mv2c10
b-tagging algorithm however does not include parametrisation for the HGTD, instead
a different algorithm, named ip3dsvl [77] (discussed in Section 2.5.6), has been
utilised for Layout 3.0 to account for the HGTD. Figure 6.10 shows the relative
b-tagging performance of this algorithm with and without the effects of the HGTD.
Note the two z-axis scales where the greyscale is negative, i.e. performance in these
areas decreases when the HGTD is included. The decrease is due to the early stage of

development for including the HGTD in tagging algorithms, several improvements are
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currently being considered including dedicated MC samples. However the ip3dsvl

tagger is considered sufficient to compare the effects of including the HGTD.
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Figure 6.10: Difference in ip3dsvl b-tagging performance between scenarios includ-
ing the HGTD and without as a function of pr and 7

To see the effects of including the HGTD the previously shown results were repeated
using the ip3dsv1l algorithm and are shown in Table 6.9, where all results are shown
with cuts of pJ? > 170GeV and p > 180GeV applied which gives the greatest
performance for each case. Table 6.9 shows improved performance when increasing
the accepted jet ) range from 2.5 to 4.0 while maintaining the n;., cut to only jets
within the central n < 2.5 region with the ip3dsvl tagging algorithm (as also seen
with the mv2c10 algorithm). The HGTD however is seen to have no effect within
errors on any sample resulting in no change to performance. This as expected
due to the majority of HH — bbyy events being produced in the central region
where the HGTD does not provide any additional information and the number of
events at high 1 being too few to make a difference to performance. As previously
discussed in Section 6.1 and shown in Figure 6.3, the two selected b-tagged jets
are favourably produced in the central region of the detector. The same is also
true for the two selected photons as shown in Figure 6.11 which shows the two
dimensional 7 distribution of these two photons for HH — bbyy events (left) and

for all backgrounds (right) at various stages of the cut flow as described in Table
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6.3 Boosted Decision Tree

Various additional optimisations are possible with a weights based approach to the
HH — bbyy due to its distinctive topology. However a cuts based approach will
often make sub-optimal use of all the available information so the multivariate ap-

proach is instead adopted to achieve the maximal significance.

The results of [26] are the first to show the effect of a BDT on the prospects of the
HH — bbyy channel. The results are summarised in Table 6.10 where a different
approximation of the significance has been adopted as the S/ v/B approximation is
only valid for S << B. This approximation (detailed in [126]) provides the median
significance Z; in the hypothesis of S signal and B background events:

median[Zo|S + B) = \/q0, A = \/2 ((s + B)In (1 + %) — s) (6.2)

Both approximations are included in Table 6.10 to show the extent the S/ VB ap-
proximation becomes an overestimate when S ~ B, subsequently all BDT results

will adopt the y/qo, A approximation of the significance.

Table 6.10 shows a significance of 1.98 is possible, however this was achieved using
both a different set of variables to previous methods (shown in Table 5.2) and
also the overtrained version of the mv2c10 tagging algorithm. Additionally events
were not separated based on the two selected photon pseudorapidites. Therefore
in this section the effects of a BDT on the HH — bbyy channel are updated to
include the latest available b-tagging algorithms and previously shown techniques.
Also results of studies into the potential improvements possible with different pixel

sensor geometries and a reduced radius of the innermost layer are investigated.

All the following results are shown after the pre-selection (detailed in Section 5.6);
the BDT response cut; an additional cut of m., of 123 < m., < 127GeV and after

events are split into Barrel-barrel and Other to improve performance as discussed



6.3. BOOSTED DECISION TREE 128

Table 6.10: Expected number of signal and background events acquired using a BDT.
Showing a summary of the published results, with an unrealistic material budget [26].
Results are after the BDT response cut of 0.54 and an additional 123 < m,, <
127GeV cut. The BDT response distribution is shown in Appendix A.6 . All
bkgs[sum total of all backgrounds|, SingleH[ZH, ttH, bbH, ggH|, Reducibles[bby7,

bbjv, bbjj, ccyy, céjv, jivy), OtherslyyZ(— bb), tty, ti]

First BDT results

HH — bbyy 6.46
bbyy 1.9
bbjy 1.16
bbjj 0.16
ccyy 0.06
ccyy 0.021
7Y 0.12
ZH(— v7) 0.93
ttH(— ) 1.51
bbH (— ) 0.025
99H (= vv) 0.68
Z(— bb)yy 0.10
tty 0.07
tt 0.05
Totals

All bkgs 6.8
Single H 3.1
Reducibles 3.4
Other 0.2
S/vVB 2.48
Vqo, A 1.98
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above. Compared to the results of Table 6.10, the following results utilise different
pre-selection cuts on m.,.,, a different BDT response cut and use the updated Layout

3.0 mv2c10 b-tagging functions®.

Table 6.11 shows the effects of updating to the more realistic Layout 3.0 mv2c10 b-
tagging functions. These results are based on the BDT response distribution shown
in Figure 6.12, where the maximum /gy, A significance is achieved with a BDT
response cut of 0.57. As previously shown, when the updated functions were applied
to the weighted cuts based approach a reduction to the central significance value
of 3.6% was observed. Compared to the results of Table A.4, a reduction in total
performance of 1.6% was found for the BDT approach. This shows the ability of
a BDT to focus on the areas of pr-n space which perform best in each Layout (as

shown in Figure 2.28).

-
=

T T =+

_Sigr{all(téstlsalmblel) R Slig;lalI (tl'ailnirllg Isalrnﬂlel) i
@ Background (test sample) ¢ Background (training sample)

(1/N) dN/ dx
o

-
o

0.55 0.6
BDT response

Figure 6.12: The BDT response distributions for signal and background for both
training and testing samples (bottom). Utilising the variables used in the published
paper for a 50x50um? pixel sensor geometry

The results of Table 6.11 are based on a BDT trained using the variables shown in

Table 5.2 where many variables were not considered for the weighted cuts based

® To show the improvement from different pre-selection cuts on M.~ and a different BDT
response cut only, a BDT was also trained using the same upgrade performance functions as
6.10 [26]. These results are shown in Appendix A.7
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approach. To directly see the improvement from a BDT method only, and not from
additional variables, a BDT was trained using only the variables considered in the
weighted cuts based method and is shown in Table 6.12. This shows an increase in
significance from 1.83+0.08 (with the Elliptical cuts on the weights based approach)
to 2.9140.11, roughly a 60% increase.

The results of 6.12 however show a small decreased performance compared to the
results of 6.11 which proves the variables in Table 5.2 better capture the topology of
HH — bby~y events. As previously shown in Section 6.1, an increase in performance
was possible by increasing the n range of accepted jets to 4.0 and adapting the
cut on the number of jets. These two changes were applied to two separate BDTs;
one trained using the variables from the weighted cuts based method only and the
other trained using the variables in Table 5.2. Both are considered, as the extra
information from the increased 7 range can affect the decisions made during training,
resulting in either set of variables performing better. Table 6.13 shows the effects of
increasing the 1 range of accepted jets to 4.0 and restricting the number of jets in
the central |n| < 2.5 region to six for a BDT trained using variables from 5.2. Table
6.14 shows the effects resulting from the same changes but for a BDT trained only on
the variables considered in the weighted cuts based method. In both cases a small
reduction in total performance was observed. This is due to each BDT being unable
to efficiently categorise all the additional information per event. If the BDTs were
trained with more trees and an increased depth, the performance would be expected
to increase, however this was not possible using the CPU power available. Therefore
for all the following results, the best performing scenario of the two variable sets
with the n range of accepted jets kept at 2.5 has been adopted, i.e. the variables
from Table 5.2.

As discussed in Section 2.5.5, changing the geometry of the pixel sensors within
the ITk from 50x50um? to 25x100um? changes performance. The extent of these
changes are shown in Table 6.15. These results are based on the BDT response dis-
tribution shown in Figure 6.13, where the maximum /qo, A significance is achieved

with a BDT response cut of 0.58. A small increase of ~2% to the central signifi-
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cance value was observed from 3.1040.13 to 3.1740.11%, this was expected due to
the relative b-tagging performance differences shown in Section 2.5.6 and a BDTs
ability to focus on the best performing regions. However, within errors, there is no

performance difference between the two pixel sensor geometries.

:-I Sigljlall(téstlsalmblel) o . Slig;ialI (tL'ailnil;g Isalmgklel) o I:
77/ Background (test sample) | | » Background (training sample)__
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Figure 6.13: The BDT response distributions for signal and background for both
training and testing samples (bottom). Utilising the variables used in the published
paper for a 25x100um? pixel sensor geometry

Figures 6.14 and 6.15 show the Mpypy distribution at the three stages of the BDT

method for 50x50pm? and 25x100um? pixel sensor geometry respectively.

# Systematic errors were not fully considered for this analysis. However as shown in [26] the
effects of systematics previously on this channel reduced the overall significance by 4.8%. This
method is expected to be overstating the effects of systematics
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Figure 6.14: My distribution for the 50x50um? pixel geometry at various stages
of the BDT method. Pre-training (left), post-BDT response (right) and post-BDT
response and additional 123 < m,, < 127GeV cut (bottom)
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Figure 6.15: Myp distribution for the 25x100m? pixel geometry at various stages
of the BDT method. Pre-training (left), post-BDT response (right) and post-BDT
response and additional 123 < m.,, < 127GeV cut (bottom)
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6.4 Radius of innermost pixel layer studies

As also discussed in Section 2.5.5, performance changes are also possible by varying
the radius of the innermost layer of the ITk. At the time of this thesis, dedicated
upgrade performance functions were not available for these different radii. However,
as shown in Figures 2.36 and 2.37 the expected light jet rejection factors for radii
of 39mm, 36mm and 33mm in different n and pr ranges can be extracted. To
roughly estimate the effects of reducing the radius, the same relative performance
difference seen in the [-jet rejection was also applied to the c-jet and PU-jet rejection.
The six scenarios (50x50um? vs 25x100um? and 39mm vs 36mm vs 33mm) were
investigated with the weighted cuts based method. These results are summarised
in Tables 6.16 where an increased 7 range on accepted jets up to 4.0 but with
less than six jets in the central || < 2.5 region only was included®. All results
show the expected behaviour of improving performance with decreased radii. An
improvement of approximately 3% to overall performance is seen when adopting a
reduced innermost radius of 33mm compared to 39mm. However, this study is not
based on dedicated b-tagging functions and it was not applied to the BDT method.
Therefore once the upgrade performance functions utilising 33mm as the innermost
ITk layer become available, it is expected to further increase the expected significance

of the HH — bbyy channel.

# The full background breakdown for the reduced radii studies are shown in Appendix A.13
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Table 6.16: Summary of weighted cut based results for different pixel geometries and
radii of the innermost pixel layer. The different radii are simulated by applying the
relative performance of [-jets to ¢ and PU-jets also. Considering a cut of pg?/ >
80GeV. Also with an increased accepted jet n from 2.5 to 4.0 but with less than six

jets in the central || < 2.5 region only

Signal | Background | Significance
50x50um?, 39mm | 12.04 72.21 1.55
50x50um?, 36mm | 12.00 69.38 1.57
50x50pm?, 33mm | 11.96 67.34 1.60
25x100pm?, 39mm | 11.92 71.20 1.54
25x100pm?, 36mm | 11.89 69.56 1.55
25x100pm?, 33mm | 11.87 67.57 1.57

6.5 Summary of results

From an initial significance of 1.00£0.01 a weights based approach (and more ad-
vanced UPFs) was able to increase performance to 1.40+0.04. Further optimisations
of the p3§/ 77 cuts increase this further to 1.6840.04, however this was reduced to
1.63+0.04 after a more realistic material budget was accounted for. Increasing
the accepted 7 range for jets and adapting the cut on nje, recovered some of this
lost performance and resulted in a significance of 1.67+0.04. The addition of the
HGTD was shown to have no effect on this channel due to the centrality of the
HH — bbyy events, however this was exploited by including additional cuts based
on a 2D Gaussian fit to the n distributions of the two selected b-tagged jets in each
event. This combined with the optimised pl}g/ " and Njets CUts results in a significance

of 1.83+0.08.

To make superior use of all the available information a BDT method was adopted.
Using only training variables from the previous methods a large significance increase
to 2.914+0.11 was achieved. This was further improved to 3.10£0.13 by using ad-
ditional variables, introduced in [26], to train the BDT. By considering alternative
pixel sensor geometries it was found that 25x100pm? and 50x50um? sensors give

comparable results. The 25x100um? pixel sensor geometry gives a small increase to
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the central significance value up to 3.1740.11.

Reducing the radius of the innermost ITk layer from 39mm to 36mm and to 33mm
was found to result in an increase to total significance of around 3% for both pixel
sensor geometries when using the weighted cuts based method. However the study
on different radii was overly simplified and will likely produce further improved

results with dedicated b-tagging functions for each radii.

Therefore, 9.0840.01 HH — bby~y events and 5.6440.27 background events from
3000fb~! of data are expected with a pixel sensor geometry of 25x100um? produc-
ing an overall significance of 3.17+0.11. However with comparable results from a
sensor geometry of 50x50um? and only small differences between the performance
at different radii of the innermost ITk layer, the HH — bby~y channel shows no heavy

dependence on the detector design.



CHAPTER 7

CONCLUSION

%y the end of the HL-LHC era before 2040 the ATLAS experiment aims to increase
the size of the dataset from ~300fb~!, acquired at the end of LHC running, up to
~3000fb~!. The HL-LHC will produce considerably higher radiation levels and there-
fore the ATLAS Inner Detector will be replaced by an all silicon Inner Tracker(ITk)
capable of providing higher precision measurements. All aspects of the ITk need to
be tested to ensure they can maintain a sufficient performance over the lifetime of
the HL-LHC. The University of Birmingham Medical Physics Cyclotron is capable
of delivering the expected doses over the full HL-LHC operation. Also the University
of Birmingham is able to test the performance of sensors before and after irradia-
tion using the AliBaVA system. The available prototype readout chips at the time
showed a sufficient performance after HL-LHC doses which is explained in detail in

Chapter 3.

The large dataset expected after HL-LHC operation increases the likelihood of seeing

142



143 CHAPTER 7. CONCLUSION

rare processes such as di-Higgs production. Through measurements of di-Higgs it is
possible to measure the Higgs boson self-coupling which gives a direct probe of the
Higgs potential. The H — HH — bby~y decay channel is one of the most promising
channels to measure the Higgs boson self-coupling with an expected number of events
of 315 over the entire HL-LHC era. This is because the channel benefits from both
the large branching fraction of the H — bb decay and the narrow mass peak from

the H — v~ decay resulting in a clear di-Higgs signal.

To determine the prospects for observing this channel, upgrade performance func-
tions are developed to mimic the expected detector response to various physics
objects. As the design of the HL-LHC ATLAS detector changes or more advanced
techniques are explored or modelling errors are corrected the upgrade performance
functions also change. Chapter 6 details how some of the most recent changes effect
the prospects for measuring the H — HH — bby~y channel across several analysis

methods.

From an initial significance of 1.00+£0.01 a weights based approach (and more ad-
vanced UPFs) was able to increase performance to 1.40+0.04. However this was an
overestimate and was reduced after a more realistic material budget was consid-
ered. The weights based method was then optimised by considering different cuts
on the plg’/ 77 number of jets and additional cuts based on a 2D Gaussian fit to the
71 distributions of the two selected b-tagged jets in each event which all results in a

significance of 1.83+0.08.

The addition of the HGTD was shown to have no effect on this channel due to the
centrality of the HH — bbyy events. Reducing the radius of the innermost ITk layer
from 39mm to 36mm and to 33mm was also considered. As an approximation of the
possible expected improvements the relative performance of the [-jet rejection at the
reduced radii was applied to ¢ and pile-up jets. This resulted in an increase in total
significance of around 3% between adopting 39mm and 33mm for both pixel sensor
geometries. However once dedicated functions utilising 33mm as the innermost ITk

layer become available, it is expected to further increase the expected significance
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of this channel.

A cuts based analysis often makes suboptimal use of the available information,
therefore a multivariate technique was adopted, a Boosted Decision Tree method.
Using the same variables as in the previous cuts based method the significance
increases to 2.91+£0.11. This was further improved to 3.10£0.13 by using additional
variables, introduced in [26], to train the BDT and further still to 3.174+0.11 if a
pixel sensor geometry of 25x100um? is adopted (over a 50x50pum? geometry). With
comparable results between a sensor geometry of 50x50um? and 25x100um? and
only small differences between the performance at different radii of the innermost
ITk layer, the HH — bby~ channel does not show a considerable dependence on the

detector design.

As shown in this study, even with a dataset from the entire HL-LHC era, measuring

the H — HH — bbyvy channel will be very challenging.
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APPENDIX A

A.1 IP3DSV1 b-tagging algorithm

The impact parameter is an essential input to flavour tagging algorithms. The
IP3D tagger is a Run-2 b-tagging algorithm used in ATLAS based on multivariate
techniques and has been adapted for HL-LHC operation also [124]. It is based on
track impact parameters and combines the single-track level information in r — ¢
and r — z. Figure A.1 shows the expected light-jet rejection possible with the IP3D
tagger as a function of the b-jets efficiency for tf events at (1)=200 for different |n|
regions. As shown in Figure A.1 (left) the 25x100um? pixel pitch is expected to
noticeably improve performance due to the improved resolution in the transverse
impact parameter. The light-jet rejection degreases with increasing |n| due to the
increase in the impact resolution of both zy and dy as shown in Figure 2.22. Com-
paring the performance for |n| < 2.5 to the Run-2 detector, a clear improvement
in the light-jet rejection capability for the standard efficiency operating points used
during Run-2 is expected for the 1Tk with a 25x100um? pixel pitch.

Figure A.2 shows the b-tagging performance for the IP3D+SV1 tagging algorithm
(top left), with the HGTD included (top right) and the relative performance (bot-
tom) (performance of HGTD included - performance with no HGTD) in py-n space.
As well as the IP3D+SV1 algorithm giving the probability a b-jet is correctly b-
tagged, it also provides the likelihood of other physics objects being mistakenly
b-tagged. Figures 2.29, 2.30 and 2.31 show the performance differences with and
without the HGTD included for a c-jet, [-jet and a pileup jet to be reconstructed as
a b-jet respectively.
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Figure A.1: Performance of the IP3D b-tagging algorithm in ¢¢ events with (u) =
200. The rejection of light jets is shown as a function of b-jet efficiency for different
n regions. Results are shown for 50x50um? (lines) and 25x100um? (dashed lines)
pixels (left) and results for 25x100um? pixels are compared with the performance
of the b-tagging working points corresponding to the current Run-2 Inner Detector
with an average pileup of 30 (green crosses)(right) [57]
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Figure A.6: Expected significance (top) and error (bottom) acquired using a weights
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reconstructed Higgs boson candidates. Also with an increased accepted jet n from
2.5 to 4.0 but with less than six jets in the central |n| < 2.5 region only.
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A.2 2D 7 distributions
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A.3 Signal source
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Figure A.9: Source of photons (top) and b-tagged jets (bottom) for the signal sample.
The sources considered are b-jets (b), c-jets (c), jets arising from light quarks (light)
or from pileup jets (puj). Photon fakes can arise from fake jets and misidentified
electrons (el)

A.4 Statistical uncertainties
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Table A.1: Expected number of events for a weighted cuts based method using
the latest available flavour tagging functions for the scenario using 50x50um? pixel
geometry and p?,?/ 7T > 80GeV. Also with an increased accepted jet n from 2.5 to
4.0 but with less than six jets in the central |n| < 2.5 region only. Showing two
types of statistical error and the result of adding them in quadrature (Comb.). All
bkgs[sum total of all backgrounds], SingleH[ZH, ttH, bbH, ggH|, Reducibles|bbyy,

bbjv, bbjj, ccyy, céjvy, jivyl, Others[yyZ(— bb), tty, ti]

Barrel-barrel Other
Expected | Seed | Stat. Comb. Expected | Seed | Stat. Comb.
events | error | error events | error | error
HH — bbyy 8.42 0.26 | 0.01 0.26 2.61 0.15 | 0.01 0.15
bbyy 12.30 0.33 | 0.44 | 0.55 10.34 0.23 | 0.38 | 0.45
bbjy 14.42 1.54 | 148 | 2.13 11.30 0.52 | 1.15 1.26
bbjj 1.65 0.46 | 0.50 | 0.68 2.49 0.86 | 0.67 1.09
ceyy 1.01 0.05 | 0.06 | 0.07 0.55 0.04 | 0.04 | 0.06
ccjy 0.80 0.08 | 0.09 | 0.12 0.61 0.06 | 0.09 | 0.10
337 0.95 0.07 | 0.07 | 0.10 0.77 0.05 | 0.05 | 0.08
ZH(— v7) 1.68 0.11 | 0.07 | 0.13 0.90 0.07 | 0.05 | 0.08
ttH(— v7) 4.52 0.21 | 0.08 | 0.23 1.60 0.11 | 0.05 | 0.12

bbH (— ~7) 0.12 0.01 | 0.01 | 0.01 0.05 0.01 | 0.00 | 0.01

99H (— 77) 1.98 | 0.10 | 0.14 | 0.17 0.77 | 0.07 | 0.09 | 0.11

Z(— bb)yy 0.71 0.04 | 0.06 | 0.07 0.55 0.06 | 0.05 | 0.08
ttry 2.10 0.84 | 0.75 | 1.13 0.27 0.07 | 0.07 | 0.10
tt 0.12 0.03 | 0.02 | 0.04 0.20 0.05 | 0.04 | 0.06
Totals

All bkgs 42.37 1.87 | 1.80 | 2.59 30.40 1.05 | 1.40 | 1.75
Single H 8.30 0.26 | 0.17 | 0.31 3.31 0.15 | 0.11 | 0.18
Reducibles 31.13 1.64 | 1.63 2.31 26.06 1.04 | 1.39 1.73
Other 2.93 0.85 | 0.75 1.13 1.03 0.10 | 0.10 0.14
S/vVB 1.29 0.05 | 0.03 | 0.06 0.47 0.03 | 0.01 | 0.03

S/vVB Seed error Stat error Comb

Total events 1.38 0.05 0.03 0.05
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Table A.2: Expected number of events for a weighted cuts based method using
the latest available flavour tagging functions for the scenario using 50x50um? pixel

geometry and p

bb/vy
T

> 170/180GeV. Also with an increased accepted jet n from 2.5

to 4.0 but with less than six jets in the central |n| < 2.5 region only. Showing two
types of statistical error and the result of adding them in quadrature (Comb.). All
bkgs[sum total of all backgrounds|, Single H[ZH, ttH, bbH, ggH|, Reducibles[bby,

bbjv, bbjj, ceyy, cejy, Jivyl, OtherslyyZ(— bb), tty, ti]

Barrel-barrel Other
Expected | Seed | Stat. Commb. Expected | Seed | Stat. Commb.
events | error | error events | error | error

HH — bbyy 4.59 0.10 | 0.01 | 0.10 1.19 0.05 | 0.01 | 0.05
bby~y 2.87 0.12 | 0.22 0.25 2.10 0.13 | 0.19 0.23
bbjy 1.66 043 | 043 | 0.61 0.91 0.18 | 0.30 | 0.35
bbjj 0.07 0.07 | 0.07 | 0.10 0.00 0.00 | 0.00 | 0.00
ceyy 0.12 0.02 | 0.02 | 0.03 0.11 0.02 | 0.02 | 0.02
cCjy 0.07 0.02 | 0.02 | 0.03 0.03 0.02 | 0.02 | 0.02
737y 0.11 | 0.02 | 0.02 | 0.02 0.06 | 0.01 | 0.01 | 0.01
ZH(— vy) 0.77 0.06 | 0.05 | 0.07 0.36 0.03 | 0.03 | 0.04
ttH(— v7) 1.17 0.05 | 0.04 | 0.06 0.29 0.02 | 0.02 | 0.03
bbH (— ) 0.02 0.00 | 0.00 | 0.00 0.00 0.00 | 0.00 | 0.00
g9H (— v7v) 1.01 0.07 | 0.11 | 0.13 0.33 0.05 | 0.06 | 0.08
Z(— bb)yy 0.21 0.02 | 0.03 | 0.04 0.19 0.02 | 0.03 | 0.04
ttry 0.45 041 | 042 | 0.59 0.00 0.00 | 0.00 | 0.00
tt 0.00 0.00 | 0.00 | 0.00 0.00 0.00 | 0.00 | 0.00
Totals

All bkgs 8.54 0.62 | 0.66 | 0.90 4.39 0.23 | 0.36 | 0.43
Single H 2.98 0.10 | 0.12 | 0.16 0.98 0.06 | 0.07 | 0.09
Reducibles 4.89 0.45 | 049 | 0.67 3.20 0.22 | 0.35 | 0.42
Other 0.67 041 | 042 | 0.59 0.20 0.02 | 0.03 | 0.04
S/VB 1.57 0.07 | 0.06 | 0.09 0.57 0.03 | 0.02 | 0.04

S/VB Seed error Stat error Comb
| Total events 1.67 0.06 0.06 0.08
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Table A.3: Expected number of events for a BDT method using the latest available
flavour tagging functions for the scenario using 50x50um? pixel geometry. Showing
two types of statistical error and the result of adding them in quadrature (Comb.) All
bkgs[sum total of all backgrounds], SingleH[ZH, ttH, bbH, ggH|, Reducibles[bbyy,

bbjvy, bbjj, ccyy, ccjvy, jjvy], Others[yyZ(— bb), tty, ti]

Barrel-barrel Other
Expected | Seed | Stat. Comb. Expected | Seed | Stat. Comb.
events error | error events error | error

HH — bby~y 9.17 0.01 | 0.02 | 0.02 1.77 0.01 | 0.01 | 0.01
bbyy 1.43 0.21 | 0.20 0.29 0.53 0.17 | 0.13 0.21
bbjy 1.34 0.23 | 0.21 0.31 0.17 0.05 | 0.06 | 0.08
bbjj 0.19 0.08 | 0.06 | 0.09 0.03 0.03 | 0.03 | 0.04
ccyy 0.26 0.06 | 0.07 | 0.09 0.02 0.01 | 0.01 0.01
ccjy 0.02 0.01 | 0.00 | 0.01 0.01 0.00 | 0.00 | 0.00
33y 0.03 0.01 | 0.01 0.01 0.00 0.00 | 0.00 | 0.00
ZH(— v7) 1.45 0.07 | 0.08 | 0.11 0.35 0.04 | 0.04 | 0.06
ttH(— ) 1.73 0.03 | 0.06 | 0.07 0.20 0.01 | 0.02 | 0.02
bbH (— ) 0.04 0.00 | 0.00 | 0.01 0.01 0.00 | 0.00 | 0.00
g9H(— v7v) 0.98 0.10 | 0.13 | 0.16 0.24 0.02 | 0.07 | 0.08
Z(— bb)yy 0.19 0.03 | 0.04 | 0.05 0.07 0.02 | 0.03 | 0.04
ttry 0.02 0.00 | 0.00 | 0.01 0.00 0.00 | 0.00 | 0.00
tt 0.03 0.00 | 0.00 | 0.00 0.00 0.00 | 0.00 | 0.00
Totals

All bkgs 7.69 0.35 | 0.35 | 0.49 1.62 0.19 | 0.17 | 0.25
Single H 4.20 0.13 | 0.16 | 0.21 0.79 0.05 | 0.09 | 0.10
Reducibles 3.26 0.33 | 0.30 | 0.4b5 0.75 0.18 | 0.15 | 0.23
Other 0.23 0.03 | 0.04 | 0.05 0.08 0.02 | 0.03 | 0.04
S/VB 3.31 0.08 | 0.07 | 0.11 1.39 0.08 | 0.07 | 0.11

S/VB Seed error Stat error Comb
| Total events 3.59 0.08 0.07 0.11
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A.5 Diagram of results flow

Key: Change
Table/Figure
Significance central value

New Layout and additional pT cuts
Table 6.5/Figure 6.2

Increased |n| ranges
Table 6.6

Increased |n|
Table 6
3

Figure A.10: Box diagram of the results flow. Showing the various changes, cor-
responding tables/figures and resulting significance for the Legacy (blue), weighted
cuts based (red) and BDT (purple) methods
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Figure A.11: BDT response for signal and background test samples. The vertical line
denotes the optimal cut on the BDT response that maximises the significance [20]
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A.7 BDT training and testing plots: Overtrained mv2c10
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Figure A.12: Correlation plots for signal (left) and background (right) between the
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Figure A.14: Signal and background efficiency plots showing purity and S/+/S + B
(left) and y/qo, A significance (right). Also the BDT response distributions for signal
and background for both training and testing samples (bottom). All figures utilise
the variables used in the published paper for an innermost pixel layer radius of
39mm and adopting the 50x50um? pixel sensor geometry. The b-tagging functions
are based on the overtrained mv2c10 with the overoptimistic material budget

-

0.5

Significance



173

APPENDIX A.

A.8 BDT training and testing plots: New layout
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Figure A.15: Correlation plots for signal (left) and background (right) between the
variables used in the published paper for an innermost pixel layer radius of 39mm
and adopting the 50x50um? pixel sensor geometry
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Cut efficiencies and optimal cut value
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Figure A.17: Signal and background efficiency plots showing purity and S/v/S + B
(left) and v/qo, A significance (right). Also the BDT response distributions for signal
and background for both training and testing samples (bottom). All figures utilise
the variables used in the published paper for an innermost pixel layer radius of
39mm and adopting the 50x50um? pixel sensor geometry
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A.9 BDT training and testing plots: Weights based cut vari-
ables
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Figure A.18: Correlation plots for signal (left) and background (right) between the
variables used in the weighted cuts based method for an innermost pixel layer radius
of 39mm and adopting the 50x50um? pixel sensor geometry
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Figure A.20: Signal and background efficiency plots showing purity and S/+/S + B
(left) and y/qo, A significance (right). Also the BDT response distributions for signal
and background for both training and testing samples (bottom). All figures utilise
the variables used in the weighted cuts based method for an innermost pixel layer

radius of 39mm and adopting the 50x50um? pixel sensor geometry
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A.10 BDT training and testing plots:
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Figure A.21: Correlation plots for signal (left) and background (right) between the
variables used in the published paper for an innermost pixel layer radius of 39mm
and adopting the 50x50um? pixel sensor geometry. Also with an increased 1 range
for accepted jets up to 4.0, while the number of jets per event is limited to the
central |n| < 2.5 region
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Cut efficiencies and optimal cut value MVA_BDT (signal)
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Figure A.23: Signal and background efficiency plots showing purity and S/v/S + B
(left) and v/qo, A significance (right). Also the BDT response distributions for signal
and background for both training and testing samples (bottom). All figures utilise
the variables used in the published paper for an innermost pixel layer radius of
39mm and adopting the 50x50um? pixel sensor geometry. Also with an increased
71 range for accepted jets up to 4.0, while the number of jets per event is limited to
the central || < 2.5 region
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A.11 BDT training and testing plots: Weights based cut vari-
ables and increased 1) range
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Figure A.24: Correlation plots for signal (left) and background (right) between the
variables used in the weighted cuts based method for an innermost pixel layer radius
of 39mm and adopting the 50x50um? pixel sensor geometry. Also with an increased
n range for accepted jets up to 4.0, while the number of jets per event is limited to
the central || < 2.5 region



uordar g > |b] Terued oty 03 pajrwl] st Juess Iod syl Jo Iequnu oY) o[Iym ‘()F 03 dn syl paydesoe
10 OFueI [ poseaIdur we M OS[y “AI30uI008 Iosuos [oxId ur/(gx (g oYy surgdope pue WUWGE JO snIper 1oAe[ [oxid jsoulouul
ue JI0J POYOW Pask( SHND PojySIom oy} Ul Poshl SO[(RLIBA O} JO (DD IOJ PUNOISYORq PUR [RUSIS JO SUOMINQLISI(] :GZ'y INJIq

APPENDIX A.

183

1d" 1A :sajqeriep indul VAL

1d"2q :sajqeuep induj YAINL

1d71q :sa|qeneA Indu) VAL

suonpyfenulu el gk
Sy v G€ € 62 2 G L S0 0 2 G1 L G0 0 S0 b~ G 2

< © <

2 2

2 2

@ K

=z 2

2 S 2
3 3 3 =
s = £ = o =
s R S = g
& z & z & z
& ® = >
4 s 2
=z = N

%(0°0 0'0)/ %(0°0 ‘00) :(8°S) Moy-0in

el 1A

2 &L L G0 0 S0 - Gk 2

1210 /NP (N/1)

uju :sajqeuep Induj YA,

%(0°0 ‘0'0) %(0°0 ‘0'0) :(8'S) Moy-0/n

502°0 /NP (N/1)

%(0°0 °0°0) / %(0°0 ‘0°0) :(&'S) mol-0/n

5020 /NP (N/1)

1...35€0

©}9 LA :sajqeueA indu] yAINL|

19 gq :sa|qeneA indu

£}5"1q :s3|qepeA indul VAL

sjergleniuju sjorfenu|u 1dAA wqq
L 9 S 4 € 2 L O 6 8 L 9 S vy £ g 00ZL__000L 008 009  00v 002

c (4 < 0 a o 0

o 3 3 e .

5 g 3 1 2000

2 2 2 2

% % @ % %000

] = c] ©

3 H Z b 9000

H = 2 B £ 8000

H ¥ s 3 3z 3 s 3 oo

H = B = 2 3 w H E- 2100 2

g z g z S 8 < 8 s £ 7100 S

® s * = < 3 S = < 3 S
z z £ = I 9100 @
< < o 3 B i
= = a 3 o 8100 M

sjargjeniuu :sajqere indul 1d " zA :sa|qenep indu
WA g
00 009 00S_00% 00E 002 00L 0 002009 005 00y 00E 002 00L 0

c < c < < c

o 3 o 2 3 o y

2 2 5000 2 2 H 2 @0

K Kl @ Kl @ » 0

2 e . e g g 2

H H 0o 3 H H H 90

° ° ° ° ° ‘° "

g s 5100 g s s g 80

¥ = 2 = U = ¥ 2 El -

g R 00 2 2 EA- H s 3 =

H s = s 2 s 2 s s : et g

H E @00 = O H s # oS
I ® = 4 F punoabyoeg A 4
e b= e ) o8
S T N SR o O3 @ o Benceinlon  JeuBiSETHO ¥

1d"qq :sajqeueA Indu] yANL

1pqq :se|qepe induj YAWL

ap_AAqq :sajqeneA Indu) YANL|



A.11. BDT TRAINING AND TESTING PLOTS: WEIGHTS BASED CUT
VARIABLES AND INCREASED n RANGE 184

Cut efficiencies and optimal cut value MVA_BDT (signal)
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Figure A.26: Signal and background efficiency plots showing purity and S/v/S + B
(left) and v/qo, A significance (right). Also the BDT response distributions for signal
and background for both training and testing samples (bottom). All figures utilise
the variables used in the weighted cuts based method for an innermost pixel layer
radius of 39mm and adopting the 50x50um? pixel sensor geometry. Also with an
increased n range for accepted jets up to 4.0, while the number of jets per event is
limited to the central |n| < 2.5 region
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A.12 BDT training and testing plots: Pixel geometries
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Figure A.27: Correlation plots for signal (left) and background (right) between the
variables used in the published paper for an innermost pixel layer radius of 39mm
and adopting the 25x100um? pixel sensor geometry
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Cut efficiencies and optimal cut value
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Figure A.29: Signal and background efficiency plots showing purity and S/v/S + B
(left) and v/qo, A significance (right). Also the BDT response distributions for signal
and background for both training and testing samples (bottom). All figures utilise
the variables used in the published paper for an innermost pixel layer radius of
39mm and adopting the 25x100um? pixel sensor geometry
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A.13 Weighted cuts based method: Reduced radii
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A.14 The weighted cuts based method
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Figure A.30: A diagram showing the number of ways n objects can be combined.

e.g. given 27 objects there are 7,696,444 combinations to select 14 objects. This is
used extensively during the weighted cuts based method
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